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Dynamic Image-based Impedance Control
of Aerial Manipulator for Sliding Inspection
Yangning Wu, Yanjie Chen∗, Guohang Zeng, Changjing Shang, Zhiqiang Miao, Hesheng Wang,

Yaonan Wang, Qiang Shen

Abstract—Sliding inspections at heights and in harsh en-1

vironments generally pose significant challenges for the au-2

tonomous operation of unmanned aerial manipulator (UAM).3

This paper investigates the issue of reliable physical interaction4

by unmanned aerial manipulator for sliding inspections under5

uncertain disturbances. Firstly, a second-order image dynamics6

model is derived using the virtual camera image moment to7

provide a foundation for autonomous positioning. Next, a sliding8

mode disturbance observer is designed to estimate the uncertain9

disturbances from environments. Then, a hybrid image-based10

compliant control strategy is proposed to meet the physical in-11

teraction requirements of UAM. Particularly, a visual positioning12

controller is adopted to maintain precise positions of UAM, while13

a visual impedance control method is introduced to achieve14

reliable force tracking performance in the contact direction. The15

stability of the proposed strategy is analysed through Lyapunov16

theory. Finally, physical in-loop implementation and real-world17

experimental studies are conducted to validate the feasibility and18

performance of the developed method, demonstrating accurate19

tracking performances in both position and force and thereby,20

exhibiting the potential of proposed approach to work for sliding21

inspection effectively.22

Index Terms—Unmanned aerial manipulator, visual servoing,23

image-based impedance control, disturbance observer.24

I. INTRODUCTION25

THe development of clean energy has been widely recog-26

nised as a crucial matter in balancing energy shortages,27

ecological protection, and economic development. Various28

clean energy facilities, such as wind turbine and photovoltaic29

power station, are generally located in remote areas with30

discrete distribution, posing additional difficulty for inspection31

and maintenance at heights [1]. In practice, the inspection and32

This work was supported in part by the National Natural Science Foundation
of China (No. 62273098, 62273138); the Royal Society, UK (under the
Newton International Fellowship Scheme, No. NIF\R1\221089); and the
Foundation of Key Laboratory of System Control and Information Processing,
Ministry of Education, China (No. Scip202201).

∗(Corresponding author: Yanjie Chen. chenyanjiehnu@gmail.com)
Yangning Wu and Guohang Zeng are with School of Mechani-

cal Engineering and Automation, Fuzhou University, China, 350108.
200227142@fzu.edu.cn, 220220028@fzu.edu.cn.

Yanjie Chen is with School of Mechanical Engineering and Automa-
tion, Fuzhou University, China, 350108 and is also with Department of
Computer Science, Aberystwyth University, Aberystwyth, UK, SY23 3DB.
chenyanjiehnu@gmail.com.

Changjing Shang and Qiang Shen are with Department of Com-
puter Science, Aberystwyth University, Aberystwyth, UK, SY23 3DB.
cns@aber.ac.uk, qqs@aber.ac.uk.

Zhiqiang Miao and Yaonan Wang are with College of Electri-
cal and Information Engineering, Hunan University, China, 410082.
miaozhiqiang@hnu.edu.cn, yaonan@hnu.edu.cn.

Hesheng Wang is with Department of Automation, Shanghai Jiao Tong
University, Shanghai, China 200240. wanghesheng@sjtu.edu.cn.

maintenance for clean energy facilities are often carried out 33

manually by labour, involving extremely dangerous and ineffi- 34

cient processes. Moreover, from safety consideration, different 35

kinds of operations (such as point-to-point detection, sliding 36

inspection, etc.) may result in various working requirements, 37

which are not easy for humans to perform in harsh environ- 38

ments. With the rapid advancement of robotics technology, 39

employing aerial robots to assist or collaborate with workers 40

in performing inspection and maintenance tasks at heights 41

(including point-to-point detection, sliding inspection, etc.) has 42

become the current research trend [2]. 43

Unmanned aerial manipulator (UAM) forms a revolutionary 44

type of aerial robot, consisting of an aerial platform and 45

active onboard manipulators, which enable UAM to interact 46

with environments [3]. As a benefit, UAM provides potential 47

solutions for working at heights and in remote areas, such 48

as conducting sliding inspections for wind turbine blades and 49

gas pipelines. For example, a novel application of physical 50

coupling between the UAM and tree toward semiautonomous 51

canopy sampling was presented in [4]. The vision guidance- 52

based aerial manipulator was developed for the aerial grasping 53

task in [5], [6]. In [7], an IBVS control strategy was established 54

for the UAM to track and grasp a moving target under GPS- 55

limited environments. In [8], a control strategy was proposed 56

for UAM performing non-trivial physical interaction tasks in 57

autonomous non-destructive tests for industrial plants. The 58

efficient UAM platform was designed to implement physical 59

interaction of parts assembly, drilling, and screwing tasks 60

in [9], [10]. Whilst these approaches have demonstrated the 61

potential of UAM for operations at heights, several realistic 62

technical factors need to be appropriately addressed before 63

their successful application in the real world. For example, 64

the sliding inspections at heights generally require the UAM 65

to achieve precise positioning in the target region and sub- 66

sequently maintain stable physical sliding interaction in the 67

presence of uncertain disturbances. 68

For UAM positioning, various attempts have been made 69

in the existing literature. Since the global positioning system 70

(GPS) is limited in harsh environments, image-based control 71

methods are commonly adopted for accurate positioning of 72

UAM in GPS-limited environments. In [11], the image-based 73

visual servoing (IBVS) control methods were considered for 74

an unmanned aerial vehicle using an onboard monocular cam- 75

era and an inertial measurement unit sensor. An uncalibrated 76

visual servo hierarchical control strategy was proposed for 77

the multi-task control of the UAM in [12]. In [13], [14], 78

the image-based nonlinear hierarchical control was integrated 79
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with the geometric control, resulting in the visual servoing80

strategy did not require the thrust force or its derivative to81

be measurable when compared with the existing backstepping82

methods. In addition, the problem of autonomous grasping83

control of UAM was addressed by using a spherical projection84

model-based visual servoing method [15]. Therefore, the rapid85

developments of visual servo control offer lightweight and86

highly efficient potential options for UAM positioning.87

Further to the issues that have been recently addressed as88

indicated above, in general, the disturbances from environ-89

ments are also an essential factor that needs to be carefully90

handled. An adaptive sliding-mode disturbance observer-based91

finite-time control scheme with prescribed performance was92

therefore proposed for UAMs under uncertain disturbances93

[16]. In [17], a trajectory tracking control mechanism was94

presented for an unmanned aerial manipulator robot system95

under model uncertainty and unknown disturbances. In [18],96

an adaptive IBVS control scheme was introduced to com-97

pensate for a constant force disturbance appearing in the98

translational dynamics. In [19], the IBVS approach with link-99

position output constraint and unknown camera parameters100

was investigated. The controller is designed to deal with the101

problem of manipulation vibration suppression and unknown102

camera internal parameter estimation. The image-based control103

problem of a quadrotor for tracking an unknown moving104

target under external disturbances was addressed in [20].105

The higher-order sliding mode observer was designed for106

continuous estimation of unmeasurable linear velocities and107

time-varying disturbances. The above-mentioned approaches108

provide potential insights for addressing disturbance-related109

issues in UAM sliding inspections.110

Nonetheless, the stable contact force is a key considera-111

tion when the UAM is operating with an object. In [21], a112

UAM system was developed to shut down machinery in an113

emergency. The contact force control approach was presented114

on the basis of a derived spring-mass-damper system model,115

supported with an impedance control algorithm. An exter-116

nal wrench estimator and force tracking impedance control117

strategy with variable stiffness were designed to regulate the118

interaction point of the aerial manipulator with a minimal119

sensor condition in [22]. In [23], an image-based impedance120

control strategy for force tracking of UAM was considered.121

The proposed impedance control strategy can be applied to122

performing many aerial manipulation tasks, such as button123

pressing, window cleaning, and wall inspection. In [24], a124

visual impedance control strategy for human-aerial robot co-125

operative transportation with a tethered vehicle was presented.126

The UAM is controlled to follow the human partner by using127

cable force and visual features of the object as feedback with-128

out a positioning system. In [25], an image-based impedance129

control scheme was proposed for an aerial manipulator to130

implement contact-based aerial interaction control in unknown131

environments, with a nonlinear observer employed to provide132

3D information on the environments. These approaches pro-133

vide a solid foundation for achieving stable physical sliding134

interaction with high accuracy in UAM operations.135

Inspired by the aforementioned observations, this paper136

presents a dynamic image-based impedance control strategy137

for UAMs to perform challenging tasks of sliding inspection. 138

The main contributions are as follows: 139

1) High-accuracy positioning of the UAM can be achieved 140

using a second-order image dynamics model, derived 141

from virtual camera image moments. Besides onboard 142

camera, no external sensors are required for positioning 143

between UAM and the target, thereby enhancing on-site 144

application efficiency. 145

2) Disturbances from environments can be compensated 146

by the proposed sliding mode disturbance observer, 147

thereby improving image control accuracy under uncer- 148

tain disturbances. Particularly, by estimating the upper 149

bound of environmental disturbance rate of change, prior 150

knowledge of disturbances is not required, resulting in 151

practical features in a real-world application. 152

3) Both accurate position tracking (with a sliding-mode 153

controller) in the non-contact direction and constant 154

force tracking (with an image-based impedance con- 155

troller) in the contact direction can be obtained, via 156

running a hybrid visual compliant control strategy during 157

physical sliding inspection. 158

The remainder of this paper is organised as follows. Section 159

II introduces UAM systems tasked for sliding inspection, 160

including UAM dynamics and virtual camera image dynamics. 161

Section III presents a novel dynamic image-based impedance 162

control strategy. Experimental results, both simulated and 163

physically implemented, are provided and analysed in Sections 164

IV. Finally, Section V concludes the paper and discusses the 165

future work. 166

II. UAM SYSTEMS 167

In this section, the UAM dynamics and the virtual camera 168

image dynamics are described. Taking wind turbine blades 169

inspection as an example, the relationships among UAM, 170

target (wind turbine blade), and different frames are provided 171

in Fig. 1.

Fig. 1: Image-based impedance control of UAM for sliding
inspection.

172

A. UAM Dynamics 173

The inertia frame and the body-fixed frame are defined as 174

Oa and Ob, respectively. Oc and Ov are the real camera frame 175

and the virtual camera frame, respectively. The origin of Ov 176

is set to coincide with that of Oc. Ov maintains a constant 177
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attitude with Oa. The dynamics of the UAM system can be178

denoted with the following equations [26]:179

ṗpp = vvv (1)

v̇vv = m−1( fff + fff e +ddd)−gnnn3 (2)

ṘRR = RRRsk(ωωω) (3)
Iω̇ωω = −ωωω × IIIωωω + τττ + rrre × fff e (4)

where m ∈ R and I ∈ R3×3 are the mass and constant inertia180

matrix of the UAM, respectively; ppp ∈ R3 and vvv ∈ R3, denoting181

the position and translational velocity of the UAM; fff = ftRRRnnn3,182

ft is the thrust of the UAM; nnn3 = [0,0,1]T; g is the acceleration183

of gravity; fff eand ddd are the contact force and environmental184

disturbance, respectively. The time derivative of ddd can be185

assumed to be bounded: |ḋdd| ≤ DDD, where DDD > 0 and ||DDD|| = ε186

[13], [18]; R ∈ R3×3 and ωωω ∈ R3 are the rotation matrix and187

angular velocity of the UAM; sk(ωωω) ∈ R3×3 represents the188

skew-symmetric matrix of ωωω; τττ is the torque of the UAM189

expressed in the Ob; and rrre is the position vector of the end-190

effector in the Ob.191

B. Virtual Camera Image Dynamics192

For an underactuated UAM, the pixel movements are cou-193

pled with its roll and pitch motions. The virtual camera image194

moments are adopted to decouple the image motions and195

attitude motions. Let the rotation matrix of the virtual camera196

relative to the inertial frame be denoted by Rv and the rotation197

matrix of the camera relative to the body frame by Rc. Then,198

the rotation of the camera relative to the virtual camera is199

expressed as:200

RRRv
c = RRRT

v RRRRRRc (5)

where the rotation matrix of the virtual camera Rv can be201

adjusted according to the requirements of different inspection202

tasks. By setting Rv, the end-effector and the camera can be203

adjusted to any angle necessary to adapt to the inspection tasks204

in various orientations.205

Denote the homogeneous pixel coordinates of the feature206

points captured by the camera as [u,n,1]T. The pixel coordi-207

nates in the virtual camera [vu,v n,1]T can be obtained from208

the homography of the camera:209

[vu,v n,1]T = FFFRRRv
cFFF

−1[u,n,1]T (6)

where F = diag(c,c,1) ∈ R3×3 is the intrinsic matrix of the210

camera, and c is the focal length of the camera.211

Without losing generality, suppose that the image moment212

qqq = [qx,qy,qz]
T which consists of N points is defined as:213

qx = qz

vug

λ
, qy = qz

vng

λ
, qz = z∗

r
a∗

a
(7)

where vug = 1
N ∑

N
k=1

vuk,
v ng = 1

N ∑
N
k=1

vnk; [vuk,
vnk] represent214

the pixel coordinates of the k-th point; a = vµ20 + vµ02, µi j =215

∑
N
k=1(vuk − vug)i(vnk − vng) j; z∗ is the desired image depth;216

and a∗ is the desired value of a. Note that z∗ and a∗ are217

constants calculated by the desired image, with the following218

relationship holding between them:219

z∗√
a∗ = zv

√
a (8)

where zv is the image depth of the virtual camera. 220

By adopting the virtual camera, the image kinematics can 221

be expressed as: 222

q̇qq = −vvvv (9)

where vvvv is the translational velocity of the UAM expressed 223

in the virtual camera frame. 224

Since the virtual camera is fixed with the inertial frame, Rv 225

is a constant matrix and therefore, the relationship between vvv 226

and vvvv can be expressed as: 227

vvv = RRRvvvvv, v̇vv = RRRvv̇vvv (10)

By adopting (2), (9), and (10), the second-order image 228

dynamics of the virtual camera image moment is deduced as 229

q̈qq = −RT
v [m−1( fff + fff e +ddd)−gnnn3)] (11)

III. DYNAMIC IMAGE-BASED IMPEDANCE CONTROL 230

This section describes the dynamic image-based impedance 231

control strategy of the UAM system. The structure of proposed 232

IBVS control strategy is shown in Fig. 2. A sliding-mode 233

disturbance observer is designed to estimate environmental 234

disturbances. Then, the visual positioning controller is de- 235

signed to enable accurate positioning in non-contact direction. 236

Finally, a visual based impedance controller is proposed to 237

achieve compliant contact force control. 238

Fig. 2: Structure of the proposed dynamic image-based
impedance control strategy for the UAM system.

A. Sliding-Mode Disturbances Observer 239

The sliding-mode disturbance observer is herein developed 240

for the estimation of environmental disturbances while per- 241

forming the sliding inspection task. The outputs of the observer 242

are adopted to the impedance controller to compensate for the 243

disturbances. 244

Define the sliding mode function as sss = q̇qq + λqqq. Then, the 245

image dynamics given by (11) can be rewritten as: 246

ṡss = λ q̇qq−RRRT
v [m−1( fff + fff e +ddd)−gnnn3] (12)

Denote the estimated value of the disturbance as d̂dd and 247

the iterative update of the observer as an auxiliary variable 248

ŝss. Then, the observation errors can be expressed as follows: 249

s̃ss = sss− ŝss, d̃dd = ddd − d̂dd (13)

where sss is measurable, and s̃ss is a known value for the auxiliary 250

update of the observer. 251
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Theorem 1: The observer is asymptotically stable with the252

observer error terms s̃ss and d̃dd converging to zero:253

˙̂sss = λ q̇qq−RRRT
v [m−1( fff + fff e + d̂dd) −gnnn3]+ kss̃ss (14)

d̂dd = dddo − kdRRRvs̃ss (15)

ḋddo = −(kskd +1)RRRvs̃ss (16)

where ks > 0 ∈ R and kd > 0 ∈ R are observer gains. En-254

vironmental disturbances are typically induced by wind dis-255

turbances. In non-extreme environments, the environmental256

disturbances rate of change is generally considered to be257

bounded [13], [18]. During the design of the disturbance258

observer, prior knowledge of the upper bound of disturbances259

is not required to be known.260

Proof: Combing (11) and (14)-(16), the following equa-261

tion can be established:262

˙̃sss = −kss̃ss−RRRT
v d̃dd (17)

d̃dd = −RRRv( ˙̃sss+ kss̃ss) (18)
˙̂ddd = kd d̃dd −RRRvs̃ss (19)

The Lyapunov function of the observer is designed as:263

Vo =
1
2

s̃ssTs̃ss+
1
2

d̃dd
T
d̃dd (20)

Then, the derivative of Vo can be expressed as:264

V̇o =s̃ssT ˙̃sss+ d̃dd
T
(ḋdd − ˙̂ddd) (21)

By substituting (17)-(19) into (21), the following relation-265

ship can be obtained:266

V̇o =− kss̃ssTs̃ss− s̃ssTRRRT
v d̃dd − kd d̃dd

T
d̃dd + d̃dd

T
RRRvs̃ss+ d̃dd

T
ḋdd (22)

According to inequality d̃dd
T
ḋdd ≤ 1

2 d̃dd
T
d̃dd + 1

2 ḋdd
T
ḋdd, (22) can be267

rewritten as follows:268

V̇o ≤− kss̃ssTs̃ss− (kd − 1
2

)d̃dd
T
d̃dd +

1
2

ε
2 (23)

Let ko = min(kq,kd − 1
2 ), Vo can be rewritten as:269

V̇o + koVo ≤ 1
2

ε
2 (24)

Therefore, Vo ≤ ε2

2ko
as t → ∞. s̃ss and d̃dd converge to the270

bounded values.271

B. Visual Positioning Control272

For UAM control in the non-contact direction, the UAM is273

expected to maintain accurate relative position with the target274

position. Based on the output of the disturbance observer,275

the sliding-mode controller is adopted to enable accurate276

positioning in this direction.277

Let the desired image moment be denoted by qqq∗ and the278

image error by eee = qqq − qqq∗. Suppose that the sliding-mode279

function is defined as sssc = ėee + γeee, γ > 0. Then, the image280

dynamics given by (11) can be rewritten as:281

ṡssc = γ ėee−RRRT
v [m−1( fff + fff e +ddd)−gnnn3] (25)

Theorem 2: The dynamic system defined by (25) with an 282

IBVS controller input fff is asymptotically stable and the error 283

terms sssc, q̃qq and d̃dd converge to bounded values: 284

fff = −mRRRv(kcsssc + γ ėee)− fff e − d̂dd +mgnnn3 (26)

where kc > 0 ∈ R is the controller gain, the convergence rate of 285

visual positioning can be enhanced by appropriately increasing 286

the value of kc, but if kc is adjusted too high, it may lead to 287

excessive overshooting. The output of the disturbance observer 288

d̂dd is adopted to compensate for the environmental disturbance 289

ddd. 290

Proof: By substituting (26) into (25), the following rela- 291

tionship can be obtained: 292

ṡssc = −kcsssc −RRRT
v d̃dd (27)

Denote the Lyapunov function of the visual positioning 293

control as: 294

Vs =
1
2

sssT
c sssc +Vo (28)

Then, the derivative of Vs can be expressed as: 295

V̇s =sssT
c ṡssc +V̇o

≤− kcsssT
c sssc − sssT

c RRRT
v d̃dd − kss̃ssTs̃ss− (kd − 1

2
)d̃dd

T
d̃dd +

1
2

ε
2

≤− (kc − 1
2

)sssT
c sssc − kss̃ssTs̃ss− (kd −1)d̃dd

T
d̃dd +

1
2

ε
2

(29)

Thus, control error sss and the observation error d̃dd converge 296

to a bounded value synchronously as t → ∞. 297

C. Visual Impedance Control 298

For the contact direction, the UAM is expected to maintain 299

a constant force with the contact surface. In this work, the 300

impedance control is adopted to achieve compliant contact 301

force control. The expected mass-damper-spring impedance 302

model can be expressed as: 303

Mëee+Cėee+Keee = eee f (30)

where eee = qqq−qqq∗ is the image error, and qqq∗ is the desired image 304

moment. For the contact inspection task: q̇qq∗ = 0 and ėee = q̇qq, 305

with M, C and K representing the mass, damping and stiffness 306

parameters of the impedance model, respectively, eee f = fff e − fff ∗
e 307

is the contact force error, and fff ∗
e is the desired contact force. 308

According to (25), the impedance error can be written as: 309

zzz = Mëee+Cėee+Keee− eee f (31)

Note that the UAM system acts as the expected impedance 310

model when zzz → 0. Denote the auxiliary variable as: 311

rrr = ėee+Λeee−σσσ (32)

where Λ and σσσ are calculated from the following equations: 312

Γ +Λ = M−1C (33)

ΓΛ = M−1K (34)

σ̇σσ +Γ σσσ = M−1eee f (35)

Then, combing (31)-(35), the impedance error zzz can be 313

rewritten such that 314

zzz = ṙrr +Γ rrr (36)
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For impedance error zzz, zzz → 0 as rrr → 0 and ṙrr → 0. Thus,315

the impedance controller can be designed to ensure the aux-316

iliary variable rrr converging to a bounded value, realising the317

expected impedance motion [27]. Note that in the above, the318

derivative of the auxiliary variable rrr can be expressed as:319

ṙrr =q̈qq+Λ q̇qq−Γ σσσ +M−1eee f

=−RRRT
v [m−1( fff + fff e +ddd)−gnnn3]

+Λ q̇qq−Γ σσσ +M−1eee f

(37)

Theorem 3: The impedance controller is asymptotically320

stable and the auxiliary variable rrr converges to a bounded321

value, such that322

fff = mRRRv(krrrr +Λ q̇qq−Γ σσσ +M−1eee f )− fff e − d̂dd +mgnnn3 (38)

where kr > 0 ∈ R is the impedance controller gain. The323

tracking accuracy of the contact force can be improved by324

appropriately increasing the value of kr. However, limited by325

the accuracy of the force sensor, buffering will be accompanied326

if the kr is adjusted to a large value.327

Proof: Substituting (38) into (37) leads to the following328

equation:329

ṙrr = −krrrr −RRRT
v d̃dd (39)

Denote the Lyapunov function of the visual impedance330

control as:331

Vf =
1
2

rrrTrrr +Vo (40)

Then, the derivative of Vf can be expressed as:332

V̇f =rrrTṙrr +V̇o (41)

Substituting (39) into (41) leads to the following equation:333

V̇f =− krrrrTrrr − rrrTRRRT
v d̃dd +V̇o (42)

Based on inequality rrrTRRRv
Td̃dd ≤ 1

2 rrrTrrr + 1
2 d̃dd

T
d̃dd, and substitut-334

ing (23) into (42), it can be expressed as follows:335

V̇f ≤− (kr − 1
2

)rrrTrrr − kss̃ssTs̃ss− (kd −1)d̃dd
T
d̃dd +

1
2

ε
2 (43)

Thus, the auxiliary variable rrr and the observation error d̃dd336

converge to a bounded value synchronously as t → ∞.337

Remark: The computational complexity of the proposed338

control strategy primarily involves the calculation of virtual339

image moments, observer, and control law. Particularly, the340

virtual image moments leverage pre-computed image fea-341

tures, avoiding redundant computations of image gradients342

or Jacobian matrices. The computational complexity of the343

observer (14)-(16) relies on the efficiency of operations with344

the 3 × 3 observation matrix. Similarly, the controller (26)345

directly utilises the system’s state output for feedback design,346

with computational complexity contingent on the efficiency of347

computations involving the 3 × 3 state matrix. Even in chal-348

lenging scenarios, such as low light conditions, the feedback349

design of the proposed method can still support robust control350

performance.351

IV. SIMULATION-BASED INVESTIGATIONS 352

A. Simulation Setup 353

To verify the effectiveness of the proposed dynamic image- 354

based impedance controllers for UAM sliding inspections, a 355

wind turbine blade inspection scenario is developed in Cop- 356

peliasim software. In this simulation, time-varying disturbance 357

ddd = [0.05sin(t),0.05cos(t),G ∼ (0,0.1)](N) is incorporated 358

into the inspection scenario. Generally, the UAM typically 359

conducts wind turbine blade inspection through three steps, 360

namely, (a) Take off to the inspection area, (b) Contact 361

the target and visual impedance controller convergence, (c) 362

Sliding inspection. In particular, the snapshots of UAM sliding 363

inspection for the wind turbine blades is shown in Fig. 3. 364

Firstly, the UAM rapidly moves from its initial position to the 365

surface of the wind turbine blade within t=2 seconds (shown in 366

Fig. 3(a)), the pre-installed visual tag on the blade is adopted 367

to identify the inspection area. Subsequently, UAM begins 368

to contact the wind turbine blade until the contact force of 369

the end-effector meets the operational requirements (shown 370

in Fig. 3(b)), where four feature points of the visual tag are 371

utilised for the visual impedance control. In this case, the end- 372

effector of the UAM is configured to maintain a consistent 373

contact force of 5N in the vertical direction of the inspection 374

surface plane. Meanwhile, in the horizontal direction of the 375

inspection area, the end-effector is set to track a trajectory for 376

the scanning the entire inspection region, the UAM maneuvers 377

along the wind turbine blade surface, adhering to the reference 378

trajectory (shown in Fig. 3(c)). Lastly, the UAM returns to its 379

initial position upon completion of the inspection process. 380

Detailed parameters of the simulations are provided in 381

Table I. To validate the robustness of the proposed control 382

method, simulations are conducted under various disturbance 383

scenarios and controllers shown in Table II and Table III. The 384

lightweight link is connected to the UAM platform via a servo 385

steering gear, while the compliant control method of the servo 386

steering gear is adopted to keep the lightweight link to the con- 387

tact surface [28]. Considering the limited positioning accuracy 388

of the GPS system, the position and velocity measurements 389

are not introduced into the control loop. The contact sliding 390

inspection tasks are implemented by the onboard sensors 391

of the UAM, which is flexible and practical for real-world 392

applications. Furthermore, the proposed method, method in 393

[23] and method in [25] are applied in the simulation scenario, 394

comparing the performance of UAM sliding inspection. 395

Fig. 3: Snapshots of UAM sliding inspection simulations. (a)
Take off to the inspection area; (b) Contact the target and vi-
sual impedance controller convergence; (c) Sliding inspection.
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TABLE I: Simulation configuration

No. Description Parameter

1 Mass of UAM platform (kg) m = 1.5

2 Control time step (s) ∆t = 0.02

3 Focal length of camera (pixel) c = 220

4 Attitudes of virtual camera (rad) Rotzyx(− π

2 ,0,π)

5 Disturbances (N) ddd = N ∼ (0,0.1)

6 Desired contact force (N) fff ∗
e = [0,0,5]

7 Desired image moment (m) qqq∗ = [0.05t − 0.1,0.1sin(t),0.35]

8 Impedance parameters M = 10, C = 30, K = 3,
Λ = 2.896, Γ = 0.104

9 Observer and controller parameters ks = 2, λ = 2 kd = 3, kc = 1.5,
γ = 1.5, kr = 2

TABLE II: Root mean square error statistics of sliding
inspection simulations under different disturbances

State Time-varying1 Constant2 Random3

RMSE STD RMSE STD RMSE STD
x(cm) 1.1355 1.0011 0.9301 0.8941 2.3214 2.073
y(cm) 1.7313 0.8964 0.9321 0.8760 2.5102 2.214
z(cm) 0.2817 0.2406 0.2627 0.2311 0.4417 0.3787
qx(cm) 1.2392 1.0476 1.0421 0.9218 2.4316 2.2217
qy(cm) 1.1604 0.6422 1.0233 0.9038 2.5192 2.4121
fez(N) 0.3571 0.2482 0.2031 0.1921 0.3179 0.2926

1 Time-varying disturbance is ddd = [0.05sin(t),0.05cos(t),G ∼
(0,0.1)](N), where t represents time; N ∼ (0,0.1) represents a
Gaussian random distribution with a standard deviation of 0.1.

2 Constant disturbance is ddd = [0.05,0.05,0.1](N).
3 Random disturbance is ddd = [G ∼ (0,0.05),G ∼ (0,0.05),G ∼

(0,0.1)](N).

(a) Proposed method (b) Compared method

Fig. 4: Convergence trajectories of feature pixels, wherein
the reference convergence trajectories and actual convergence
trajectories of four-pixel points are represented by dashed line
and solid line, respectively.

(a) Proposed method (b) Compared method

Fig. 5: 3D-trajectory of end-effector.

(a) Proposed method (b) Compared method

Fig. 6: Contact force in z-direction.

(a) Proposed method (b) Compared method

Fig. 7: Position trajectories of UAM during sliding inspection.

(a) Proposed method (b) Compared method

Fig. 8: Image moments in x- and y-directions

(a) Proposed method (b) Compared method

Fig. 9: Estimation errors of disturbance observer.

TABLE III: Steady-state error statistics of different con-
trollers under time-varying disturbance

Variables Proposed method Method in [23] Method in [25]
RMSE STD RMSE STD RMSE STD

x(cm) 1.1355 1.0011 2.7021 2.3489 1.2275 1.1446
y(cm) 1.7313 0.8964 2.2349 1.1546 1.8551 0.9441
z(cm) 0.2817 0.2406 0.4559 0.4541 0.2921 0.2797
qx(cm) 1.2392 1.0476 2.3840 1.8101 1.2804 1.2291
qy(cm) 1.1604 0.6422 2.5025 2.2856 1.2716 0.9334
fez(N) 0.3571 0.2482 0.5619 0.3727 0.5173 0.3258
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B. Simulation Results and Analysis396

The comparative results of sliding inspection in simulations397

are shown in Fig. 4-Fig. 9. The pixel convergence trajectories398

are depicted in Fig. 4. It is observed that the proposed method399

generates smaller overshoots than the compared method, then400

guarantees a better tracking performance. The 3D-trajectory401

of the end-effector is depicted in Fig. 5. From Fig. 5, the402

end-effector can follow the desired trajectory and perform403

stable physical interaction with the inspection surface under404

the proposed method. The proposed visual position control405

method (26) demonstrates better tracking performance. The406

contact force in the vertical direction (z-direction) of the407

inspection area is shown in Fig. 6. The proposed method408

demonstrates faster convergence than both method in [25] and409

method in [23] while maintaining force tracking error within410

±0.4N after the UAM reaches steady state, similar to method in411

[25]. As a result, proposed visual impedance control method412

(38) exhibits a better performance during the UAM sliding413

inspection scenario.414

In the horizontal direction of the inspection area, the end-415

effector is driven by the visual positioning controller to slide416

the inspection area along the desired trajectory. The position417

trajectory of the UAM and image moments in x- and y-418

direction are shown in Fig. 7 and Fig. 8, respectively. The end-419

effector slightly deviates from the desired trajectory due to the420

unpredictable external disturbance in the stage of t = 0−10s.421

After the disturbance observer converges, the end-effector422

slides steadily along the desired trajectory. The position errors423

are restricted within ±0.02m. The estimation errors of the424

disturbance observer are depicted in Fig. 9, which are stable425

around zero and are bounded within 0.1N. The estimated426

error of the disturbance observer is defined as (15), and the427

estimated value was associated with the sliding-mode error428

s̃ss. Since the initial safe position of the z-axis is set higher429

than that of the x-axis and y-axis, resulting in a larger initial430

error of the disturbance observer on z-axis. Meanwhile, when431

the UAM makes contact with the blade, the z-axis typically432

experiences greater contact force, leading to more considerable433

convergence fluctuations compared to the x-axis and y-axis.434

From Fig. 9, the compared method with a nonlinear observer435

in [25] exhibits more fluctuations during convergence, further436

validating the worthy performance of the proposed disturbance437

observer (15). To further validate the robustness of the pro-438

posed control method, simulations under different disturbances439

and different controllers are conducted as shown in TABLE II440

and TABLE III, respectively. When the disturbance is held441

constant, the root mean square error (RMSE) and standard442

deviation (STD) of position consistently stay within 1.05 cm,443

and the RMSE and STD of force remain stable within 0.21444

N. Although time-varying or random disturbance may slightly445

raise the errors, the proposed method remains a lower RMSE446

and STD when compared to the method presented in [23]447

and [25], and all variables still remain within the operational448

limitations of the UAM sliding inspection.449

In summary, the proposed disturbance observer can maintain450

the stable operations of the UAM under uncertain disturbances.451

The visual positioning controller covers the accuracy of the452

sliding inspection, restricting the position error to within 453

±0.02m. The visual impedance controller enables a reliable 454

constant contact force with a force error of ±0.4N. Conse- 455

quently, the proposed approach can therefore be expected to 456

perform effectively for real-world sliding inspections. 457

V. SLIDING INSPECTION-BASED VALIDATIONS 458

A. Experimental Setup 459

A series of physical experiment on sliding inspection of 460

the UAM is conducted to verify the practicability of the 461

proposed approach. Based on the previous work [7], a self- 462

developed UAM system is adopted for this sliding inspection 463

experiments. The hardware configuration of the UAM system 464

and the experimental scenario are depicted in Fig. 10. Particu- 465

larly, the UAM is equipped with a single link manipulator for 466

interacting with the inspection area, the single link manipulator 467

was connected to the UAM platform via a servo steering 468

gear, while the compliant control method of the servo steering 469

gear is applied to keep this manipulator to the contact plane 470

[28]. The force sensor is installed on the end-effector of this 471

manipulator for sensing real-time contact force. Meanwhile, 472

the image captured by a high-frame-rate monocular camera 473

is utilised for visual positioning in the sliding direction. 474

The whiteboard is adopted to represent as the wind turbine 475

blade, while the pre-installed visual tag is adopted to identify 476

the inspection area. In this implementation, the four feature 477

points on the tag are utilised as the visual feedback signals 478

for the proposed method. The OpenCV library is employed 479

for open-source image recognition and runs on an onboard 480

computer (CPU model: Intel Atom Z8300). Both the onboard 481

sensor data processing and the calculation of the proposed 482

controller are executed on this same onboard computer. The 483

control outputs, generated by the onboard computations, are 484

then transmitted to the Pixhawk flight controller via Mavlink 485

protocol and subsequently applied to the UAM system. The 486

computations for the controller and observer involve iterative 487

matrix operations within the control time cycle, which were 488

tested on the onboard computer. Through extensive testing 489

and analysis, the average time for these processing steps is 490

approximately 10 milliseconds, with a worst-case scenario 491

of around 14 milliseconds. For conciseness, TABLE IV lists 492

the dynamics parameters of the UAM system and the control 493

parameters employed in this implementation. 494

TABLE IV: Experimental configuration

No. Description Parameter

1 Mass of UAM platform (kg) m = 3

2 Control time step (s) ∆t = 0.02

3 Focal length of camera (pixel) c = 775

4 Attitudes of virtual camera (rad) Rotzyx(− π

2 ,0,− π

2 )

5 Disturbances (N) ddd = N ∼ (0,0.1)

6 Desired contact force (N) fff ∗
e = [0,0,0.5]

7 Impedance parameters M = 5, C = 6, K = 1,
Λ = 1, Γ = 0.2

8 Observer and controller parameters ks = 1.2, λ = 2 kd = 2, kc = 1.5,
γ = 1.5, kr = 1



IEEE/ASME TRANSACTIONS ON MECHATRONICS 8

Fig. 10: UAM system architecture for physical contact inspec-
tion.

In this physical experiments, two level investigations are495

conducted to verify the proposed approach, namely, Task (A)496

Desired trajectory sliding tracking, and Task (B) Robustness497

performance comparison. In Task (A), various desired trajec-498

tories of sliding inspection can be generated and exploited499

through the teach-and-repeat manner, which materialises an500

easy-to-use, self-developed function. Sliding inspection is sub-501

sequently conducted in three stages: (a) Manual teaching, (b)502

Visual positioning, and (c) Contact and sliding inspection. For503

each inspection task, during the manual teaching stage, the504

UAM is manually moved to create the desired image trajectory.505

In the visual positioning stage, the visual positioning controller506

is activated to locate the UAM in the inspection area. Finally,507

in the contact and sliding inspection stage, the UAM is508

switched to visual impedance control, sliding along the desired509

trajectory generated during the manual teaching stage.510

In Task (B), the UAM is set to perform a continuous511

contacting mission, where a small fan is adopted to generate512

uncertain wind disturbances, facing the experimental area. In513

this case, the UAM first converges to the positioning label514

and makes contact with the vertical surface (the whiteboard).515

Then, the visual impedance control is performed to achieve516

the desired contact force, and afterward, the UAM maintains517

continuous contact with the vertical surface for a duration of518

30 seconds. Finally, the UAM leaves the work area after the519

continuous contacting mission is complete. Based upon this,520

the proposed method is compared with its variant without a521

disturbance observer and method in [23] to demonstrate its522

advantages.523

B. Validation Results and Analysis524

The experimental results of the Task (A) are shown in525

Fig. 11-Fig. 14. The snapshots taken over complete sliding526

inspection processes of the UAM are depicted in Fig. 11, from527

which it is observed that the UAM performs sliding inspection528

for pre-defined trajectory on the workpiece surface accurately.529

In the first stage of the sliding inspection experiment (i.e.,530

the manual teaching stage), a desired rectangle trajectory is531

pre-defined on whiteboard mimicking a sliding inspection task532

concerning a (simulated) real-world wind turbine. The UAM533

is then held by the researcher, which ensures that the end-534

tip of the onboard manipulator touches along with the desired535

Fig. 11: Snapshots of contact inspection experiments: (a) and
(b) are teaching processes for contact inspection; (c) is pro-
cesses of UAM from visual positioning control to impedance
control; and (d)-(f) are processes of sliding inspection along
with desired image trajectory.

rectangle trajectory to generate the desired image moments q∗
x , 536

q∗
y and q∗

x , as shown in Fig. 11(a) and Fig. 11(b). 537

Then, in the visual positioning stage, the UAM is positioned 538

in front of the inspection area by the visual positioning con- 539

troller, as shown in Fig. 11(c). The resulting pixel convergence 540

trajectories for visual localisation feature points are illustrated 541

in Fig. 12, including the pixel trajectories of the four feature 542

points. It can be observed that the UAM achieves convergence 543

smoothly. 544

Finally, in the contact and sliding inspection stage, the 545

visual position controller drives the UAM to perform sliding 546

inspection according to the desired image generated by the 547

manual teaching. Fig. 11(c)-(f) display the UAM motions 548

during the process of sliding inspection. The UAM converges 549

along with the contact direction, and the end-effector of 550

the onboard manipulator forms contact with the inspection 551

area and thereby, slides with regard to the desired trajectory. 552

At the moment of contact, the disturbance of the UAM is 553

increased due to changes in instantaneous contact force. Fig. 554

13 depicts the variation of such contact force over time. 555

After the visual impedance controller converges, the contact 556

force is maintained around the desired force (0.5N), with the 557

tracking accuracy of contact force being approximately ±0.2N, 558

verifying the effectiveness of the proposed visual impedance 559

control (38). The outputs of the disturbance observer increase 560

to compensate for the unpredictable disturbances, as shown in 561

Fig. 14. The disturbances in all three directions are constrained 562

within 0.01, which verifies the accuracy of the proposed 563

disturbance observer (15). The image moments and position 564

trajectory of the UAM in sliding inspection experiments are 565

depicted in Fig. 15(a) and Fig. 15(b), respectively. The 3D 566

trajectory of the UAM during the sliding inspection is shown 567

in Fig. 16. It is revealed that the position accuracy and image 568

accuracy of sliding inspection are maintained within ±0.04m 569

and ±0.035m, respectively, validating the effectiveness of the 570

proposed visual position control strategy (26). To provide 571

a clear illustration of the sliding inspection experiment, the 572

RMSE and STD of the experimental results are presented 573

in TABLE V, the favourable tracking error again shows 574
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reasonable performance of the proposed approach.575

In Task (B), a continuous contact experiment is conducted576

on the UAM under uncertain wind disturbances. To provide a577

comprehensive comparison, the proposed control strategy are578

not only compared with the method in [23], but also with579

a variant of proposed approach that without the disturbance580

observer as an additional comparative group. The image mo-581

ments and positions of the UAM for these three approaches582

are depicted in Fig. 17 and Fig. 18, respectively. It is evident583

that the proposed control method with the disturbance observer584

exhibits faster convergence rates and smaller fluctuations both585

in image moment and position tracking. Comparatively, the586

variant without the disturbance observer performs similarly to587

the method in [23], exhibiting considerable fluctuations during588

the contact moment. This phenomenon can be attributed to the589

favourable estimation capabilities of the proposed disturbance590

observer (15). The contact force comparison is illustrated in591

Fig. 19. The proposed control method with the disturbance592

observer shows improved performance compared to both the593

method in [23] and its variant without the disturbance observer.594

The RMSE and STD are listed in Tables VI under different595

controllers. As shown in the table, the RMSE of position con-596

sistently stay within ±0.63 cm, and STD of force remain stable597

within ±0.19 N. The proposed approach enhances the UAM’s598

tracking performance both in position and force aspects and599

shows better robustness under uncertain disturbances.600

Overall, it is experimentally confirmed that the proposed601

disturbance observer effectively compensates for uncertain602

disturbances during the sliding inspection process of the UAM.603

Moreover, the proposed visual impedance control mechanism604

effectively assures the attainment of control accuracy on both605

image and contact force simultaneously.606
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Fig. 12: Convergence trajectories of feature pixel in visual
positioning stage, wherein four solid lines represent the actual
convergence trajectories of the four pixel points, respectively.
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Fig. 13: Contact force in the Task (A) experiment.
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Fig. 14: Outputs of the disturbance observer.

(a) Image moments of virtual cam-
era.

(b) Position trajectories of UAM

Fig. 15: Tracking performance of UAM in the Task (A)
experiment

Fig. 16: 3D-trajectory of end-effector in the Task (A) experi-
ment.

TABLE V: Steady-state error statistics of the Task (A)
experiment

State x(cm) y(cm) z(cm) qx(cm) qy(cm) fez(N)
RMSE 2.2014 2.4203 0.9730 2.1039 0.8490 0.1134
STD 1.5927 1.7896 0.8154 1.6795 0.7228 0.1127

(a) Proposed method (b) Compared method

Fig. 17: Image moments of virtual camera.
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(a) Proposed method (b) Compared method

Fig. 18: Comparison of UAM position trajectories in the Task
(B) experiment.

(a) Proposed method (b) Compared method

Fig. 19: Contact force comparison in the Task (B) experiment.

TABLE VI: Steady-state error statistics of the Task (B)
experiment

Variables Proposed method Method in [23] Proposed method
without observer

RMSE STD RMSE STD RMSE STD
x(cm) 0.2594 0.2340 0.4472 0.4221 0.3174 0.2775
y(cm) 0.6242 0.6242 2.2671 1.9654 0.9952 0.9410
z(cm) 0.3025 0.3022 2.1219 1.3325 0.3220 0.3217
qx(cm) 0.2836 0.2760 1.1691 1.1687 0.7951 0.7755
qy(cm) 0.2011 0.1994 0.6919 0.5662 0.4542 0.4512
fez(N) 0.6959 0.1873 0.8908 0.2782 0.7726 0.2558

VI. CONCLUSION607

This paper has presented a novel approach for UAM to608

carry out reliable sliding inspection. Particularly, the accurate609

positioning of UAM has been realised by utilising a second-610

order image dynamics model derived from the virtual camera611

image moments. The uncertain environmental disturbances612

have been estimated by a sliding mode disturbance observer,613

also introduced in this paper. A hybrid visual compliant control614

strategy has been developed for the UAM to satisfy physical615

requirements concerning sliding inspection. The stability of the616

proposed strategy has been analysed through Lyapunov tools.617

The feasibility and performance of the proposed method have618

been validated via physical in-loop simulations and real-world619

sliding inspection experiments, demonstrating its capability for620

autonomous sliding inspections.621

Continuing on this promising research, investigations are622

on-going with an aim to apply the proposed approach to prac-623

tical wind turbine inspection and maintenance tasks. Image624

features will be extracted from defect areas by combining ex-625

isting defect detection and recognition methods. If successful,626

it will offer immense potential for automated inspection and627

maintenance over a wide range of industrial facilities.628
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