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Abstract—Despite the promising preliminary results, tensor-singular value decomposition (t-SVD)-based multiview subspace is incapable of dealing with real problems, such as noise and illumination changes. The major reason is that tensor-nuclear norm minimization (TNNM) used in t-SVD regularizes each singular value equally, which does not make sense in matrix completion and coefficient matrix learning. In this case, the singular values represent different perspectives and should be treated differently. To well exploit the significant difference between singular values, we study the weighted tensor Schatten p-norm based on t-SVD and develop an efficient algorithm to solve the weighted tensor Schatten p-norm minimization (WTSSM) problem. After that, applying WTSNM to learn the coefficient matrix in multiview subspace clustering, we present a novel multiview clustering method by integrating coefficient matrix learning and spectral clustering into a unified framework. The learned coefficient matrix well exploits both the cluster structure and high-order information embedded in multiview views. The extensive experiments indicate the efficiency of our method in six metrics.

Index Terms—Multiview clustering, spectral clustering, tensor-singular value decomposition (t-SVD), weighted nuclear norm.

I. INTRODUCTION

MULTIVIEW data are ubiquitous in machine learning and artificial intelligence, and help provide complementary information embedded in multiviews for multiview clustering. Multiview clustering aims to separate multiview data into several meaningful groups and has become an active topic in artificial intelligence and data analysis [5], [16], [22], [25], [28]. Yang and Wang [39] provided a comprehensive review of multiview clustering. We, herein, center on multiview subspace clustering (MVSC) that is one of the most representative clustering techniques.

Subspace clustering aims to learn a robust coefficient matrix or affinity matrix, which is usually used for spectral clustering. Low-rank representation (LRR) well characterizes the relationship between data and has become one of the most representative techniques of learning the affinity matrix in subspace clustering [12]. For clustering of imaging data, Wu and Bajwa [33] considered imaging data as lateral slices of the tensor and proposed the structure-constrained low-rank submodule clustering (SCLRSmC) method, which models them as lying near a union of free submodules (UoFS) [1]. For multiview clustering, Zhang et al. [43] viewed affinity matrices, which are learned by different views via the self-representation technique, as lateral slices of tensor, and presented the low-rank tensor-constrained multiview subspace clustering (LT-MSC) method. LT-MSC captures the high-order information underlying multiview data by minimizing the nuclear norm of the tensor-unfolding matrix. However, the nuclear norm of the tensor-unfolding matrix is not a tight convex relaxation of both the Tucker rank and \( \ell_1 \)-norm [32], [37], [47]. To handle this problem, Lu et al. [17] proposed the tensor-singular value decomposition (t-SVD)-based tensor nuclear norm. This new norm is a convex relaxation of \( \ell_1 \)-norm. Motivated by this, Xie et al. [37] proposed a t-SVD-based multiview subspace clustering (t-SVD-MSC), method which well-characterizes high-order information embedded in multiview data.

Although the new tensor nuclear norm minimization (TNNM) achieves impressive results for multiview clustering, existing TNNM still exists the following shortcomings.

1) It neglects the significant difference between all singular values of a matrix due to the fact that tensor nuclear norm minimization leverages the same parameter to shrink all singular values. In real applications, there has a significant difference between nonsingular values of a matrix, and the first several largest singular values usually characterize the salient structure information embedded in the matrix. This significant difference, which is called prior information, is very important for image denoising, matrix completion, and so on, but similar investigations for multiview clustering...
have been found lacking so far, which is one of the motivations behind this work. Thus, to well exploit the salient structure information embedded in affinity matrices, we should make the larger singular values shrink less, while t-SVD-MSC does not.

2) TPSSV (tensor partial sum of singular values) minimization [44], which is an extensor of TNNM, only shrinks the last several smaller singular values. Doing so implies that the small singular values characterize the unimportant structure information in data, while the larger singular values do not carry the information, which has nothing to do with the content of data. However, this assumption is very strict and does not makes sense in real applications. For example, given an image with large illumination variation in contents, the first three largest singular values contain somewhat illumination information [2] that has nothing to do with the content of the image.

3) t-SVD-MSC executes the coefficient representation and spectral clustering in two separated steps, which limits its performance.

To well exploit both the salient structure information and high-order information embedded in multiview data, inspired by the t-SVD-based nuclear norm, we present the t-SVD-based weighted tensor Schatten p-norm (WTSN) and study the minimization problem of WTSN (WTNSM). After that, we apply it to MVSC to exploit high-order correlation and propose an efficient algorithm that has good convergence. The main contributions of our work are summarized as follows.

1) We study the weighted tensor Schatten p-norm minimization (WTNSM) based on t-SVD, and propose an efficient algorithm to solve WTNSM, which has good convergence. The existing weighted tensor nuclear norm based on t-SVD can be considered as a special case of our model.

2) Applying WTSNM to MVSC, we propose a novel tensor low-rank constraint MVSC method. Our method attains a good affinity matrix, which well characterizes both the relationship between data and high-order information embedded in different views.

3) Our method integrates the coefficient matrix learning and spectral clustering into a unified framework. Thus, the learned coefficient representation well characterizes the cluster structure and encodes discriminant information.

II. MULTIVIEW SUBSPACE ClUSTERING

Multiview clustering has become an active topic in pattern analysis and artificial intelligence due to the ubiquitous multiview data in real applications [5], [11], [21], [23], [27], [35]. Being the efficiency of learning affinity matrix, which well characterizes the relationship in data, MVSC has become one of the most representative clustering techniques. It learns a unified coefficient matrix or affinity matrix from all views. The affinity matrix well exploits the relationship in multiview data. Then, clustering is performed on this affinity matrix. Self-representation is one of the successful subspace techniques and has been widely used in MVSC. The general self-representation multiview subspace model is

$$\min_{Z \in \mathbb{C}} \sum_{v=1}^{m} \left\| X^{(v)} - X^{(v)} Z^{(v)} \right\|_F + \lambda \Omega(Z^{(1)}, Z^{(2)}, \ldots, Z^{(m)}) \quad (1)$$

where \( \| \cdot \|_F \) denotes the metric of a matrix, and \( m \) is the number of views \( X^{(v)} \) and \( Z^{(v)} \) \( (v = 1, \ldots, m) \) denote the data matrix and self-expression coefficient matrix of the \( v \)th view, respectively. \( \mathbb{C} \) is a set of constraints on \( Z^{(v)} \). Parameter \( \lambda \) balances the error loss and regularized term \( \Omega(Z^{(v)}) \). Applying different metrics to the first term and second term in the model (1), the researcher developed many impressive subspace clustering methods. For instance, Nie et al. [22] leveraged F-norm to characterize the self-representation error and presented a new MVSC. MVSC integrates self-representation subspace learning and spectral clustering into a unified framework to learn a common indicator matrix that preserves the cluster structure shared by different views. To enhance complementary information, Belhumeur et al. [2] leveraged the Hilbert Schmidt independence criterion (HSIC) to measure the diversity between \( Z^{(v)} \) \( (v = 1, 2, \ldots, m) \), and proposed the diversity-induced MVSC method. To well exploit the local structure, which characterizes the relationship between data, \( \ell_1 \)-norm regularization is usually imposed on the coefficient representation to improve clustering performance [3], [9], [30], [31], [35], [48]. Inspired by this, Yin et al. [41] employed the \( \ell_1 \)-norm to characterize both the sparseness of coefficient representations \( Z^{(v)} \) and similarity between them. To well exploit the complementary information, Wang et al. [26] enforced the different coefficient representations \( Z^{(v)} \) to be diverse by minimizing the \( \ell_1 \)-norm of the Hadamard product between them, and proposed the exclusivity-consistency multiview subspace clustering (ECMVSC) method, which is robust to the magnitude of element values.

Although the impressive clustering performance have been obtained by the above methods, all of them are 1-D, element-based coefficient representation model, element by element. Thus, they neglect the spatial structure embedded in \( Z^{(v)} \) [4], [28]. To handle this problem, many low-rank constraint MVSC methods have been developed [7], [27]. For example, Ding and Fu [7] proposed a low-rank common subspace method. It imposes the nuclear norm constraint on both the projection matrix and common representation. To well exploit both the local structure and spatial structure, Wang et al. [29] imposed the low-rank constraint on each coefficient matrix, and then leveraged both the Laplacian regularization and view-agreement constraint to characterize the correlation consensus among multiview data. To well improve robustness of coefficient representations to noise, Wu and Bajwa [33] learned the affinity matrix from the latent subspace and presented the latent multiview subspace clustering (LMSC) method with low-rank constraint. Inspired by LMSC, Xie et al. [35] added the Laplacian regularization on the latent representation and developed a new clustering method, which well preserves the local geometric structure. To well exploit complementary information and high-order...
information, Luo et al. [18] proposed consistency-specificity multiview clustering by dividing the self-representation coefficient matrix of each view into consistency and specificity, where the consistency has a low-rank structure and is shared among different views, and the specificity characterizes the inherent difference in each view.

However, the aforementioned low-rank constraint multiview clustering methods neglect the correlation consistency among coefficient representations [6], [45] due to the fact that they only impose a low-rank constraint on each view’s coefficient representation directly. Thus, they cannot well exploit the high-order information and complementary information. To tackle this problem, Xie et al. [38] developed LT-MSC for multiview clustering. LT-MSC obtained the affinity matrix by minimizing the nuclear norm of the tensor-unfolding matrix. However, the nuclear norm is not a tight convex relaxation of the Tucker rank [12]. Motivated by the new t-SVD based tensor nuclear norm [8], [14], [37], recently, many new multiview clustering methods have been developed [12], [13], [17], [38], [39] and obtain impressive clustering performance. Two of the most representative methods are ETLMSC [12] and t-SVD-MSC [13]. ETLMSC leverages the tensor robust principal component analysis (TRPCA) model [17] to learn a robust 3-way clean graph, which well exploits both the high-order information and complementary information embedded in multiview data. t-SVD-MSC constructs a 3-way tensor whose frontal slices are composed of \( Z^{(v)} \), and then learns a 3-way affinity matrix by minimizing the new tensor nuclear norm. To well preserve the local geometric structure, Xie et al. [38] added hyper-Laplacian regularization in t-SVD-MSC and proposed a novel clustering method. However, all of them execute the coefficient matrix learning and spectral clustering in two separated steps, resulting in suboptimal performance. Moreover, they regularize each singular value equally due to the fact that they use the same parameter to shrink all singular values in optimizing the tensor nuclear norm minimization. So the aforementioned methods cannot exploit the significant difference between singular values, resulting in the instability of algorithms. To handle these problems, motivated by t-SVD-MSC and the new tensor nuclear norm, we studied the WTSNM and proposed a novel tensor low-rank-constrained MVSC method. Our method integrates affinity matrix learning and spectral clustering into a unified framework. Moreover, our method explicitly exploits the prior information embedded in singular values in solving tensor nuclear norm minimization. Thus, the learned coefficient representation, which is shared by different views, captures the high-order correlation and complementary information underlying multiview data.

III. NOTATIONS AND PRELIMINARIES

For convenience, we first introduce the notations and definitions used throughout this article. We use bold calligraphy letters for third-order tensors, for example, \( Z \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), bold uppercase letters for matrices, for example, \( Z \), bold lowercase letters for vectors, for example, \( z \), and lowercase letters such as \( z_{ijk} \) for the entries of \( Z \). Moreover, we denote \( Z^{(i)} \) by the \( i \)th frontal slice of \( Z \) and \( Z \) by the discrete fast Fourier transform (FFT) of \( Z \) along the third dimension, that is, \( Z = \text{fft}(Z, [., 3]) \). Thus, \( Z = \text{ifft}(Z, [., 3]) \).

Definition 1 [47]: Given tensor \( Z \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), denote by \( Z^T \in \mathbb{R}^{n_2 \times n_1 \times n_3} \) the conjugate transpose of \( Z \), and \( \| Z \|_F = \sqrt{\sum_{ijk} |z_{ijk}|^2} \).

Definition 2 [47]: Given tensor \( Z \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), the block-diagonal matrix of tensor \( Z \) is

\[
\text{bdiag}(Z) = \text{diag}(Z^{(1)}, Z^{(2)}, \ldots, Z^{(n_3)}).
\]

Definition 3 [47]: The block circulant matrix of the tensor \( Z \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) is defined as

\[
\text{bcirc}(Z) = \begin{bmatrix}
Z^{(1)} & Z^{(2)} & \cdots & Z^{(3)} \\
Z^{(2)} & Z^{(1)} & \cdots & Z^{(2)} \\
\vdots & \vdots & \ddots & \vdots \\
Z^{(n_3)} & Z^{(n_3 - 1)} & \cdots & Z^{(1)}
\end{bmatrix}.
\]

According to Definitions 2 and 3, we have the following theorem.

Theorem 1 [14], [47]: Given tensor \( Z \), the relationship between \( \text{bcirc}(Z) \) and \( \text{bdiag}(Z) \) is

\[
(F_{n_3} \otimes I_{n_1}) \cdot \text{bcirc}(Z) \cdot (F_{n_3}^{-1} \otimes I_{n_2}) = \text{bdiag}(Z)
\]

where \( \otimes \) is the Kronecker product, \( I_{n_1} \in \mathbb{R}^{n_1 \times n_1} \) and \( I_{n_2} \in \mathbb{R}^{n_2 \times n_2} \) are identity matrices, respectively, and \( F_{n_3} \in \mathbb{R}^{n_3 \times n_3} \) is the discrete Fourier transform (DFT) matrix.

Definition 4 [47]: Given tensor \( Z \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), then

\[
\text{fold}(Z) = \begin{bmatrix}
Z^{(1)} & Z^{(2)} & \cdots & Z^{(n_3)}
\end{bmatrix}.
\]

Definition 5 [14]: Given tensor \( Z \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) and \( G \in \mathbb{R}^{n_2 \times n_1 \times n_3} \), the \( r \)-product between \( Z \) and \( G \) is \( H \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), that is

\[
H = Z * G = \text{fold}(\text{bcirc}(Z) \cdot \text{unfold}(G)).
\]

The model (6) can be efficiently calculated by two steps. First, obtain \( \overline{H}^{(i)} = Z^{(i)} \cdot G^{(i)}, i = 1, 2, \ldots, n_3 \). Second, obtain \( H = \text{ifft}(\overline{H}, [., 3]) \).

Definition 6 [14]: Given tensor \( D \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), if \( D^{(i)} \) \( (i = 1, 2, \ldots, n_3) \) are diagonal matrices, then \( D \) is an \( f \)-diagonal tensor.

Theorem 2 [14]: Given tensor \( Z \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), then t-SVD of \( Z \) is

\[
Z = U \ast D \ast V^T
\]

where \( U \in \mathbb{R}^{n_1 \times n_1 \times n_3} \) and \( V \in \mathbb{R}^{n_2 \times n_2 \times n_3} \) are orthogonal, and \( D \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) is an \( f \)-diagonal tensor.

Definition 7: The nuclear norm of \( Z \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) is defined as [14] and [47]

\[
\| Z \|_\Phi = \sum_{i=1}^{n_3} \| Z^{(i)} \|_*, * = \sum_{i=1}^{n_3} \sum_{j=1}^{h} s_j (Z^{(i)})
\]

where \( s_j (Z^{(i)}) \) is the \( j \)th singular value of \( Z^{(i)} \), \( h = \min(n_1, n_2) \).
IV. WEIGHTED TENSOR SCHATTEN p-NORM MINIMIZATION

A. Problem Formulation and Objective

Recently, TNNM has been widely used in many applications, such as multiview clustering, color image denosing, matrix completion, and so on [13], [17], [32], [37]–[40]. A general TNNM is

$$\arg\min_{\mathbf{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3}} \frac{1}{2} \| \mathbf{X} - \mathbf{A} \|^2_F + \tau \| \mathbf{X} \|_{\Sigma^p}. \quad (9)$$

According to Definition 7 and the relationship between the time domain and Fourier domain, the model (9) can be converted to Fourier domain to solve. Moreover, according to Definitions 1 and 7, we have that the model (9) can be finally divided into the following two independent models:

$$\arg\min_{\mathbf{X}} \frac{1}{2} \| \mathbf{X}^{(i)} - \mathbf{A}^{(i)} \|^2_F + \sum_{j=1}^{h} \tau \cdot \sigma_j(\mathbf{X}^{(i)}) \quad (10)$$

where $h = \min(n_1, n_2), i = 1, 2, \ldots, n_3$.

The optimal solution $\mathbf{X}^{(i)}$ in (10) can be obtained by shrinking the singular values $\sigma_j(\mathbf{A}^{(i)})$ via $\sigma_j^*(\mathbf{A}^{(i)}) = \max(\sigma_j(\mathbf{A}^{(i)}) - \tau, 0)$. It can be seen that all singular values are considered to be equally important. However, this is unreasonable in real applications due to the fact that there exists a significant difference between singular values of a matrix, and large singular values characterize the main structure of the matrix. It means that the model (9) neglects this prior information. To well exploit the salient structure information embedded in data, we should make the larger singular values shrink less in tensor nuclear norm minimization. Before introducing our model, we first introduce the definition of WTSN as follows.

**Definition 8:** Given $\mathbf{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, $h = \min(n_1, n_2)$, WTSN $\| \mathbf{X} \|_{\omega, \mathbf{S}_p}$ of $\mathbf{X}$ is defined as

$$\| \mathbf{X} \|_{\omega, \mathbf{S}_p} = \left( \sum_{i=1}^{n_3} \| \mathbf{X}^{(i)} \|_{\omega, \mathbf{S}_p}^p \right)^{\frac{1}{p}} \quad (11)$$

where $\omega_j$ denotes the $j$th element of the weighted vector $\omega$, $p$ is a parameter of power, and $\sigma_j(\mathbf{A}^{(i)})$ denotes the $j$th singular value of $\mathbf{X}^{(i)}$. For the sake of description, we assume all singular value are in nonincreasing order in our paper. Obviously, when $p = 1$, (11) reduces to the weighted tensor nuclear norm [11], [19].

Then, we propose the WTSNM problem whose objective function is

$$\arg\min_{\mathbf{X}} \frac{1}{2} \| \mathbf{X} - \mathbf{A} \|^2_F + \tau \| \mathbf{X} \|_{\omega, \mathbf{S}_p}^p. \quad (12)$$

According to Definition 8, we have that the model (12) explicitly considers the significant difference between singular values by choosing $p$ and $\omega$.

**Algorithm 1** Generalized Soft-Thresholding

**Input:** $\sigma, \omega, p, T$

1. $T_p^{GST}(\omega) = (2\omega - (1 - p))\frac{1}{2p} + \omega \cdot p \cdot (2\omega - (1 - p))\frac{p-1}{2p}$

   - if $|\sigma| \leq T_p^{GST}(\omega)$ then
     $$T_p^{GST}(\sigma, \omega) = 0$$
   - else
     $$k = 0, \delta(0) = |\sigma|$$
     for $k = 0, 1, \ldots, T$
     $$\delta(k+1) = |\sigma| - \omega \cdot p \cdot (\delta(k))^{p-1}$$
     end
     $$T_p^{GST}(\sigma, \omega) = \text{sign}(\sigma) \cdot \delta(k)$$
   end

   Return $T_p^{GST}(\sigma, \omega)$

B. Optimization

For solving the WTSN, that is, the model (12), we first introduce the following lemmas and theorems.

**Lemma 1** (Generalized Soft-Thresholding) [42]: For the following optimization problem:

$$\min_{\delta \geq 0} f(\delta) = \frac{1}{2} (\delta - \sigma)^2 + \omega \cdot \delta^p \quad (13)$$

with the given $p$ and $\omega$, there exists a specific threshold

$$T_p^{GST}(\omega) = (2\omega - (1 - p))\frac{1}{2p} + \omega \cdot p \cdot (2\omega - (1 - p))\frac{p-1}{2p} \quad (14)$$

We have the following conclusion.

1. When $\sigma \leq T_p^{GST}(\omega)$, the optimal solution $T_p^{GST}(\sigma, \omega)$ of (13) is 0.

2. When $\sigma > T_p^{GST}(\omega)$, the optimal solution of (13) is

$$T_p^{GST}(\sigma, \omega) = \text{sign}(\sigma) \cdot S_p^{GST}(\sigma, \omega), \text{ where } S_p^{GST}(\sigma, \omega)$$

   can be obtain by solving $S_p^{GST}(\sigma, \omega) - \sigma + \omega \cdot p \cdot (S_p^{GST}(\sigma, \omega))^{p-1} = 0$.

We summarize the pseudocode of the generalized soft-thresholding (GST) in Algorithm 1.

**Theorem 3** [36]: Let $\mathbf{U} = \mathbf{U} \mathbf{V} \mathbf{V}^T$ be the SVD of $\mathbf{Y} \in \mathbb{R}^{m \times n}$, $\tau > 0$ and $l = \min(m, n)$, $0 \leq \omega_1 \leq \omega_2 \leq \cdots \leq \omega_l$, a global optimal solution of the following model:

$$\arg\min_{\mathbf{X}} \frac{1}{2} \| \mathbf{X} - \mathbf{Y} \|^2_F + \tau \| \mathbf{X} \|_{\omega, \mathbf{S}_p}^p \quad (15)$$

is

$$\Gamma_{l \omega}(\mathbf{Y}) = \mathbf{U} \mathbf{P}_{l \omega}(\mathbf{Y}) \mathbf{V}^T \quad (16)$$

where $\mathbf{P}_{l \omega}(\mathbf{Y}) = \text{diag}(\gamma_1, \gamma_2, \ldots, \gamma_l)$ and $\gamma_i = T_p^{GST}(\sigma_i(\mathbf{Y}), \tau \cdot \omega_i)$, which can be obtained by Algorithm 1.

The fact that a closed-form global minimizer can be found comes from von Neumann’s trace inequality [20]: $\{\sigma_i(\mathbf{Y})\}$ is in the nonincreasing order while $\{\omega_i\}$ is in the nondecreasing order.

**Theorem 4**: Suppose $\mathbf{A} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, $l = \min(n_1, n_2)$, $0 \leq \omega_1 \leq \omega_2 \leq \cdots \leq \omega_l$, let $\mathbf{A} = \mathbf{U} \mathbf{S} \mathbf{V}^T$. For our model (12), the optimal solution is

$$\mathbf{X}^* = \Gamma_{l \omega}(\mathbf{A}) = \mathbf{U} * \text{ifft}(\mathbf{P}_{l \omega}(\mathbf{A})) * \mathbf{V}^T \quad (17)$$
where $P_{t \times t \times \omega}(A)$ is a tensor, and $P_{t \times t \times \omega}(A^{(i)})$ is the $i$th frontal slice of $P_{t \times t \times \omega}(A)$.

Proof: In the Fourier domain and combining the definition of WTSN, the model (12) can be reformulated as

$$\begin{align*}
\mathcal{X}^* = \arg \min_{\mathcal{X}} & \frac{1}{2} \| \mathcal{X} - \hat{\mathcal{A}} \|_{2,F}^2 + \sum_{i=1}^{n_3} \tau \cdot n_3 \cdot \| \mathcal{X}^{(i)} \|_{\omega,S_p}^p.
\end{align*}$$

(18)

According to Definition 1, we have

$$\begin{align*}
\arg \min_{\mathcal{X}} \sum_{i=1}^{n_3} \left( \frac{1}{2} \| \mathcal{X}^{(i)} - \hat{\mathcal{A}}^{(i)} \|_{2,F}^2 + \tau \cdot n_3 \cdot \| \mathcal{X}^{(i)} \|_{\omega,S_p}^p \right)
\end{align*}$$

(19)

where $\mathcal{X}^{(i)}$ is the $i$th frontal slice of $\mathcal{X}$.

In (19), each variable $\mathcal{X}^{(i)}$ is independent. Thus, it can be divided into $n_3$ independent subproblems. For the $i$th ($i = 1, 2, \ldots, n_3$) subproblem, we have

$$\begin{align*}
\mathcal{X}^{(i)*} = \arg \min_{\mathcal{X}^{(i)}} & \frac{1}{2} \| \mathcal{X}^{(i)} - \hat{\mathcal{A}}^{(i)} \|_{2,F}^2 + \tau \cdot n_3 \cdot \| \mathcal{X}^{(i)} \|_{\omega,S_p}^p.
\end{align*}$$

(20)

According to Theorem 3, the solution of (20) is

$$\begin{align*}
\mathcal{X}^{(i)*} = \Gamma_{t \times t \times \omega} [A^{(i)}] = U^{(i)} \cdot P_{t \times t \times \omega}(A^{(i)}) V^{(i)T},
\end{align*}$$

which is the $i$th frontal slice of $\mathcal{X}^*$. Since we obtain global solutions of all subproblems, according to Definition 5, we can easily obtain the global solution of the optimization problem (12), that is

$$\begin{align*}
\mathcal{X}^* = \Gamma_{t \times t \times \omega} [A] = U * \text{ifft}(P_{t \times t \times \omega}(A)) * \text{V}^T
\end{align*}$$

(21)

where $U = \text{ifft}(U, [i, 3], \mathcal{V} = \text{ifft}(V, [i, 3])$.

V. MULTIVIEW CLUSTERING BASED ON WTSNM

A. Problem Formulation

Given multiview dataset $\{X^{(1)}, X^{(2)}, \ldots, X^{(m)}\}$, $X^{(v)} \in \mathbb{R}^{d_v \times n}$ denotes the data matrix of the vth ($v = 1, 2, \ldots, m$) view; $d_v$ and $N$ denote the dimension and number of samples in the vth view, respectively; and $n$ is the number of views. Inspired by LRR, the coefficient matrix or affinity matrix $Z^{(v)}$, which is learned by LRR in the vth view, has a low-rank structure, and the low-rank structures between $Z^{(v)}$ ($v = 1, 2, \ldots, m$) are similar. Thus, tensor $Z$, which consists of $Z^{(1)}, Z^{(2)}, \ldots, Z^{(m)}$, has a good tensor low-rank structure. To well exploit this structure and high-order information embedded in $Z$, the t-SVD based tensor low-rank constraint has been widely used in multiview clustering and obtaining impressive experimental results [13], [32], [37], [38].

The existing tensor low-rank constraint methods consider each singular value equally and shrink all singular values via the same parameter. However, in real applications, there has been a significant difference between nonzero singular values of a matrix, and the first several largest singular values usually characterize the salient structure information embedded in the matrix. The significant difference, which is called prior information, is very important for image denoising, matrix completion, and so on, but similar investigations for multiview clustering have been found to be lacking so far, which is one of the motivations behind this work. This degrades the performance of clustering algorithms significantly in the existence of noise such as illumination variation. Moreover, the existing tensor low-rank multiview methods execute the affinity matrices learning and spectral clustering in two separated steps. Thus, the learned affinity matrices cannot well characterize the cluster structure. This limits the multiview clustering performance.

To handle these limitations, we propose a new multiview subspace clustering by using our proposed WTSNM. Fig. 1 shows the framework of the proposed model. We learn the self-representation coefficient matrix for each view and employ a tensor low-rank constraint to obtain a robust self-representation, which well exploits both the high-order information and complementary information, by solving a WTSNM problem, and then incorporates the spectral clustering into a unified framework. It helps make the final fusion similarity matrix characterize the cluster structure and be prominent for clustering. The objective function is formulated as

$$\begin{align*}
\min_{Z,E} & \| Z \|_{\omega,S_p}^p + \lambda \| E \|_{2,1} + 2 \alpha \text{tr}(F^T L Z F)
\end{align*}$$

(22)

where the latent slices of tensor $Z \in \mathbb{R}^{N \times m \times N}$ of $Z^{(v)}$, that is, $Z(\cdot, \cdot, :) = Z^{(v)}$ (see Fig. 2). $E^{(v)} \in \mathbb{R}^{d_v \times N}$ is the error matrix of the vth view, and $E = [E^{(1)}; \ldots; E^{(m)}]$ can enforce the column of $E^{(v)}$ in each view to have jointly consistent magnitude values. $L Z = D Z - \hat{Z}$ is the Laplacian matrix, $\hat{Z} = (1/(m) \sum_{v=1}^{m} ([|Z^{(v)}| + |Z^{(v)}|^T]/2))$ and $D_{Z}$ is a diagonal matrix, whose diagonal entries are $D_{Z}(i, i) = \sum_{j} (\hat{Z}_{ij} + \hat{Z}_{ji})$. $F \in \mathbb{R}^{c \times n}$ denotes the cluster indicator matrix, and $c$ is the number of clusters. $\alpha$ and $\lambda$ are two balance parameters.

B. Optimization

Inspired by the inexact augmented lagrange multiplier (ALM), we introduce an auxiliary tensor variable $J$ and

\[ J_{\omega,S_p} = \arg \min_{J} \| J \|_{\omega,S_p}^p + \lambda \| E \|_{2,1} + 2 \alpha \text{tr}(F^T L J F), \]
rewrite the model (22) as minimizing the following unconstrained problem:

\[
\mathcal{L}(Z^{(1)}, \ldots, Z^{(m)}, J, E^{(1)}, \ldots, E^{(m)}, F) = \|J\|_{\omega, S_p}^{\omega} + \lambda\|E\|_{2,1} + 2\alpha tr(F^T L_Z F) + \sum_{v=1}^{m} \left( \|Y^{(v)} - X^{(v)} Z^{(v)} - E^{(v)}\|_F^2 + \frac{\mu}{2} \|X^{(v)} - X^{(v)} Z^{(v)} - E^{(v)}\|_F^2 \right) + (Q, Z - J) + \frac{\rho}{2} \|Z - J\|_F^2
\]

where the matrix \(Y_v\) and tensor \(Q\) represent two Lagrange multipliers, and \(\mu\) and \(\rho\) are actually the penalty parameters.

Model (23) can be divided into four subproblems as follows.

\textbf{Z(v)-Subproblem (Variables \(E, J, F\) and \(F\) Are Fixed)}:

\[
\arg\min_{Z^{(v)}} 2\alpha tr(F^T L_Z F) + (Q, Z - J) + \sum_{v=1}^{m} \left( \|Y^{(v)} - X^{(v)} Z^{(v)} - E^{(v)}\|_F^2 + \frac{\mu}{2} \|X^{(v)} - X^{(v)} Z^{(v)} - E^{(v)}\|_F^2 \right) + \frac{\rho}{2} \|Z - J\|_F^2
\]

Denote by \(P = [P_1, \ldots, P_j, \ldots, P_N]\), where \(P_j = [\|F_1 - F_j\|_2^2; \ldots; \|F_N - F_j\|_2^2]\), \(F_j\) is the \(j\)th row of \(F\). Then, we have

\[
2\alpha tr(F^T L_Z F) = tr(P^T \hat{L} Z)
\]

\[
= tr \left( P^T \left( \frac{1}{m} \sum_{v=1}^{m} \frac{|Z^{(v)}|}{2} \right) \right)
\]

\[
= \frac{1}{2m} \sum_{v=1}^{m} tr \left( P^T |Z^{(v)}| + P^T |Z^{(v)}|^T \right) .
\]

Then, the model (24) becomes

\[
\arg\min_{Z^{(v)}} \frac{\alpha}{2m} tr \left( P^T |Z^{(v)}| + P^T |Z^{(v)}|^T \right) + \frac{\mu}{2} \|X^{(v)} - X^{(v)} Z^{(v)} - E^{(v)}\|_F^2 + \frac{\rho}{2} \|Z^{(v)} - J^{(v)} + \frac{W^{(v)}}{\rho}\|_F^2.
\]

The solution of (26) is

\[
Z^{(v)}_i = \left( \mu (X^{(v)}_i)^T X^{(v)} + \rho I \right)^{-1} \left( \mu (X^{(v)}_i)^T X^{(v)} + (X^{(v)}_i)^T Y^{(v)} + \rho J^{(v)} \right) - \mu (X^{(v)}_i)^T E^{(v)} - W^{(v)} - \frac{\alpha}{2m} \left( P \odot \text{sign}(Z^{(v-1)}_i) + P^T \odot \text{sign}(Z^{(v-1)}_i)^T \right).
\]

\textbf{E(v)-Subproblem: In this case, variables \(Z^{(v)}, F, J\) are fixed. Thus, we have}

\[
\text{arg min}_{E} \|E\|_{2,1} + \sum_{v=1}^{m} \left( Y^{(v)} - X^{(v)} Z^{(v)} - E^{(v)} \right) + \frac{\mu}{2} \|X^{(v)} - X^{(v)} Z^{(v)} - E^{(v)}\|_F^2
\]

\[
= \arg\min_{E} - \lambda \|E\|_{2,1} + \frac{1}{2} \|E - D\|_2^2.
\]

The optimal solution is

\[
E^{(v)}_i = \begin{cases} 
D_{i,:} - \frac{\lambda}{\mu} D_{i,:} & \text{if } D_{i,:} > \frac{\lambda}{\mu} \\
0 & \text{otherwise}
\end{cases}
\]

where \(D_{i,:}\) denotes the \(i\)th column of \(D = [D^1; \ldots; D^m]\), \(D^j = X^{(j)} - X^{(j)} Z^{(j)} + (1/\mu) Y_j\), \(j = 1, \ldots, m\).

\textbf{J-Subproblem (Variables \(Z^{(v)}, F^{(v)}\) and \(F\) Are Fixed)}:

\[
\text{arg min}_{J} \|J\|_{\omega, S_p}^{\omega} + (Q, Z - J) + \frac{\rho}{2} \|Z - J\|_F^2.
\]

According to Theorem 4, the solution of the model (30) is

\[
J^* = \Gamma_{1/\rho, \eta_j, \omega} \left( Z + \frac{1}{\rho} Q \right).
\]

\textbf{F-Subproblem (Other Variables \(Z^{(v)}, E\) and \(J\) Are Fixed)}:

In this case, the model (23) becomes

\[
F = \arg\min_{F} tr(F^T L_Z F)
\]

s.t. \(F^T F = I, F \in \mathbb{R}^{N \times c}\).

The optimal solution \(F\) consists of the eigenvectors corresponding to the \(c\) smallest eigenvalues of \(L_Z\).

Finally, we summarize the pseudocode in Algorithm 2.

\section{Convergence Analysis}

The existing works [8] and [12] have demonstrated that when the number of block variables is more than 2, it is still an open problem to prove the convergence of inexact ALM. In Algorithm 2, we have four block variables \(E, J, F,\) and \(Z\). Thus, we cannot prove the convergence of our proposed algorithm. However, inspired by the theoretical results in [8], our proposed algorithm is considered to be converged if the following two conditions are satisfied. First, in the model (22),
Algorithm 2 WTSNM for Multiview Clustering

Input: Given Multi-view data: $X^{(1)}, X^{(2)}, \ldots, X^{(m)}$, $\lambda$, $\omega$, and cluster number $K$.

Output: Clustering result $C$.

Initialized: $Z^{(v)} = 0$, $E^{(v)} = 0$, $Y^{(v)} = 0$, $i = 1, \ldots, m$, $J = 0$, $Q = 0$, $\mu = 10^{-5}$, $\rho = 10^{-4}$, $\eta = 2$, $\mu_{\text{max}} = \rho_{\text{max}} = 10^{10}$, $\epsilon = 10^{-7}$.

while not converge do

(1) Update $Z^{(v)}$, $(v = 1, 2, \ldots, m)$ by (27);
(2) Update $E$ by (29);
(3) Update $Y^{(v)}$, $(v = 1, 2, \ldots, m)$ by $Y^{(v)} = Y^{(v)} + \mu(X^{(v)} - X^{(v)}Z^{(v)} - E^{(v)})$;
(4) Obtain $Z = \Phi(Z^{(1)}, Z^{(2)}, \ldots, Z^{(m)})$;
(5) Update $J$ by (31);
(6) Update $Q$ by $Q = Q + \rho(Z - J)$;
(7) Update $F$ by (32);
(8) Update parameters $\mu$ and $\rho : \mu = \min(\eta\mu, \mu_{\text{max}})$, $\rho = \min(\eta\rho, \rho_{\text{max}})$;
(9) Obtain $(J^{(1)}, J^{(2)}, \ldots, J^{(m)}) = \Phi^{-1}(J)$;
(10) Check the convergence conditions: $\|X^{(v)} - X^{(v)}Z^{(v)} - E^{(v)}\|_{\infty} < \epsilon$ & $\|Z^{(v)} - J^{(v)}\|_{\infty} < \epsilon$;
end

(11) Obtain the affinity matrix by $S = \frac{1}{m} \sum_{v=1}^{m} ((Z^{(v)} + Z^{(v)\top})$;
(12) Output $C$ via performing spectral clustering on $S$.

D. Complexity Analysis

The computational complexity mainly focuses on four unknown variables ($Z^{(v)}$, $J$, $E$ and $F$). For solving $Z^{(v)}$, $J$, $E$ and $F$, the complexities are $O(mN^2d_c)$, $O(mN^2\log(mN)) + m^2N^2$, $O(mN^2)$ and $O(N^3)$, respectively, where $m$ is the number of views, $N$ is the number of samples in each view. Considering number of iteration $T$ and the fact $m \ll N$, the computational complexity of our proposed method is $O(TN^3 + mN^2d_c + mN^2\log(mN))$.

VI. EXPERIMENTAL RESULTS AND ANALYSIS

A. Database and Competitors

1) Database: We leverage the different clustering tasks to evaluate the performance of our method in the experiments. These different tasks involve the following five databases.

1) Yale Database: It includes 15 persons with 165 gray images. Eleven images per person have different lighting, expressions, and occlusion changes. In the experiments, we leverage the way as in [18] to select three types of features as different views. They are LBP features with 3304 dimension, intensity features with 4096 dimension, and Gabor features with 6750 dimension.

2) Caltech-101 Database: It includes 101 categories with 8677 images. Each class contains about 40–800 images. In the clustering experiments, the gallery includes 1474 images belonging to seven classes. These classes are Face, Garfield, Stop-sign, Motorbikes, Snoopy, Windsor-Chair, and Dolla-Bill. We extract three types of features as different views. They are HOG features with 620 dimension, sift features with 2560, and LBP features with 1160 dimension.

3) Scene-15 Database: This database includes 15 scene categories with 4485 images. All images are derived from a wide range of indoor and outdoor environments, such as industrial, bedroom, kitchen, office, store, etc. In the experiments, we extract three types of features features via the way in [37], and consider them as different views.

4) Notting-Hill (NH) Database: NH is derived from the movie “Notting Hill” and has 4660 faces of five main cats in 76 tracks. In the experiments, we construct the gallery by randomly selecting 110 images of each cast, and then leverage the way as in [18] to select three types of features as different views. They are Gabor, LBP, and intensity features.

5) ORL Database: This gallery contains 40 distinct subjects. Each subject has ten images sampled under different time with varying facial expression and lighting.

2) Competitors: To assess our method, we leverage six metrics to evaluate the clustering performances on the aforementioned five databases. The six metrics are purity, accuracy (ACC), recall, normalized mutual information (NMI), adjusted rand index (AR), and F-score. In the following experiments,
we select spectral clustering, which is one of the representative single-view clustering methods, and six representative multiview clustering methods, such as MLAN [21], LTMSC [43], CSMSC [18], ETLMSC [32], RMSC [34], and t-SVD-MSC [37]. For spectral clustering, we perform spectral clustering on all views, respectively, and list the best performance. This process is called SC in the following experiments. Moreover, we also show the performance of spectral clustering on the concatenated view features. This process is termed as feature in the following sections.

3) Parameter Setting and Analysis: In the model (22), parameter \( \lambda \) is used to balance the proportion of error \( \mathbf{E} \), and \( \alpha \) reflects the importance of the spectral clustering term. In the following experiments, we tune \( \lambda \) in the range of \([0.05, 0.1, 0.5, 1]\), \( \alpha \) in the range of \([10^{-8}, 10^{-7}, 10^{-6}, 10^{-5}, 0.001, 0.01, 0.1, 1, 10]\), \( p \in (0, 1] \), and weights \( \omega_i \in (0, 100) \) to obtain the best results. Specifically, \( p \) is set to 0.5, \( \lambda \) is set to 0.1, \( \alpha \) is set to 10\(^{-7}\), and weighted vector \( \omega \) is set to \([0.5, 5, 100]\) on the Yale dataset; \( p \) is set to 0.6, \( \lambda \) is set to 0.1, \( \alpha \) is set to 10\(^{-8}\), and weighted vector \( \omega \) is set to \([0.5, 1, 10]\) on the NH dataset; \( p \) is set to 0.9, \( \lambda \) is set to 0.05, \( \alpha \) is set to 10\(^{-8}\), and weighted vector \( \omega \) is set to \([5, 10, 100]\) on the Caltech-101 dataset; \( p \) is set to 0.9, \( \lambda \) is set to 0.5, \( \alpha \) is set to 10\(^{-7}\), and weighted vector \( \omega \) is set to \([5, 10, 100]\) on the ORL dataset; \( p \) is set to 1.0, \( \lambda \) is set to 0.1, \( \alpha \) is set to 10\(^{-8}\), and weighted vector \( \omega \) is set to \([1, 10, 100]\) on the Scene-15 dataset. For all the compared methods, we follow the experiments settings in the corresponding papers.

Figs. 4 and 5 show the clustering performances (ACC and NMI) of our method versus \( \lambda \) and \( \alpha \) on the Yale and Scene-15 datasets, respectively. It can be seen that when \( \lambda \) is fixed, performances of our method fluctuate remarkably with varying \( \alpha \), while our method fluctuates small with the fixed \( \alpha \). Our method obtains the best performance with \( \alpha = 10^{-7} \) and \( \lambda = 0.1 \) on the Yale dataset and \( \alpha = 10^{-8} \) and \( \lambda = 0.1 \) on the Scene-15 dataset, respectively. It indicates that \( \alpha \) is important for improving clustering performance. When \( \alpha = 0 \), our method is inferior to the best performance with \( \alpha = 10^{-7} \) on the Yale dataset and \( \alpha = 10^{-8} \) on the Scene-15 database, but its performance is still good. When \( \alpha \geq 10^{-6} \), the clustering performance of our method remarkably degrades. The reason may be that tensor low-rank constraint well-exploits high-order information and complementary information embedded in different views. Thus, the learned coefficient matrix well characterizes the relationship between data in itself. Spectral clustering is leveraged as a regularized term in our model, and it helps to further make the learned coefficient matrix exploit the cluster structure. Thus, we should assign a small value for \( \alpha \). Moreover, the value of spectral clustering term is much larger than other terms in our model (22), resulting in the unbalance penalty. So, in the following experiments, we set \( \alpha \) as a small value such as 10\(^{-7}\) on the Yale and ORL databases and 10\(^{-8}\) on the other three databases.

Fig. 6 lists ACC and NMI of our method versus weighted vector \( \omega \) on the Yale and Scene-15 databases, respectively. From Fig. 6(a) and (b), we have that that our method has a large fluctuation with varying weighted vector. When other variables are fixed, our method obtains the best performance with weighted vector \( \omega = [0.5, 5, 100] \) on the dataset, and \( \omega = [1, 10, 100] \) on the Scene-15 dataset, respectively. It indicates that weights are important for clustering. The reason is due to the fact that weights reflect the importance of singular values. When weighted vector \( \omega \) is set \( \omega = [1, 1, 1] \), it means that all singular values are equally important, in this case, our method is remarkably inferior to the best performance with \( \omega = [0.5, 5, 100] \) on the Yale database and \( \omega = [1, 10, 100] \) on the Scene-15 database. The reason is that there is a significant difference between all singular values, and the larger singular values are generally associated with some salient parts (main information) in the data. Thus, we should shrink large singular values less by assigning small weights. From Fig. 6(c) and (d), we have that when the first weight or the first two weights...
TABLE I
EXPERIMENTAL RESULTS ON THE YALE, NH, CALTECH-101, ORL, AND SCENE-15 DATASETS

<table>
<thead>
<tr>
<th>Method</th>
<th>Yale Database</th>
<th>Notting-Hill Database</th>
<th>Caltech-101 Database</th>
<th>ORL Database</th>
<th>Scene-15 Database</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACC</td>
<td>NMI</td>
<td>Purity</td>
<td>F-score</td>
<td>Recall</td>
</tr>
<tr>
<td>SC</td>
<td>0.586 ± 0.044</td>
<td>0.592 ± 0.034</td>
<td>0.567 ± 0.044</td>
<td>0.403 ± 0.042</td>
<td>0.427 ± 0.038</td>
</tr>
<tr>
<td>Feature</td>
<td>0.512 ± 0.043</td>
<td>0.588 ± 0.026</td>
<td>0.551 ± 0.038</td>
<td>0.391 ± 0.035</td>
<td>0.413 ± 0.034</td>
</tr>
<tr>
<td>MLMAN</td>
<td>0.649 ± 0.005</td>
<td>0.567 ± 0.003</td>
<td>0.521 ± 0.004</td>
<td>0.312 ± 0.003</td>
<td>0.458 ± 0.016</td>
</tr>
<tr>
<td>RMSC</td>
<td>0.703 ± 0.073</td>
<td>0.723 ± 0.020</td>
<td>0.709 ± 0.035</td>
<td>0.563 ± 0.029</td>
<td>0.592 ± 0.029</td>
</tr>
<tr>
<td>CMSC</td>
<td>0.700 ± 0.002</td>
<td>0.783 ± 0.002</td>
<td>0.750 ± 0.002</td>
<td>0.639 ± 0.001</td>
<td>0.679 ± 0.004</td>
</tr>
<tr>
<td>t-SVD-MSC</td>
<td>0.874 ± 0.013</td>
<td>0.918 ± 0.010</td>
<td>0.883 ± 0.012</td>
<td>0.834 ± 0.003</td>
<td>0.865 ± 0.018</td>
</tr>
<tr>
<td>ETLMSC</td>
<td>0.657 ± 0.003</td>
<td>0.670 ± 0.038</td>
<td>0.650 ± 0.043</td>
<td>0.533 ± 0.049</td>
<td>0.550 ± 0.040</td>
</tr>
<tr>
<td>LMSC</td>
<td>0.733 ± 0.000</td>
<td>0.753 ± 0.002</td>
<td>0.733 ± 0.000</td>
<td>0.680 ± 0.005</td>
<td>0.630 ± 0.004</td>
</tr>
<tr>
<td>our work</td>
<td>0.994 ± 0.000</td>
<td>0.992 ± 0.000</td>
<td>0.994 ± 0.000</td>
<td>0.997 ± 0.000</td>
<td>0.998 ± 0.000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>NMI</th>
<th>Purity</th>
<th>F-score</th>
<th>Recall</th>
<th>AR</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC</td>
<td>0.543 ± 0.030</td>
<td>0.441 ± 0.019</td>
<td>0.624 ± 0.022</td>
<td>0.498 ± 0.017</td>
<td>0.540 ± 0.020</td>
<td>0.390 ± 0.024</td>
</tr>
<tr>
<td>Feature</td>
<td>0.558 ± 0.045</td>
<td>0.438 ± 0.009</td>
<td>0.624 ± 0.012</td>
<td>0.484 ± 0.007</td>
<td>0.511 ± 0.009</td>
<td>0.376 ± 0.012</td>
</tr>
<tr>
<td>MLMAN</td>
<td>0.595 ± 0.009</td>
<td>0.492 ± 0.009</td>
<td>0.655 ± 0.000</td>
<td>0.478 ± 0.000</td>
<td>0.555 ± 0.000</td>
<td>0.492 ± 0.000</td>
</tr>
<tr>
<td>RMSC</td>
<td>0.529 ± 0.029</td>
<td>0.371 ± 0.012</td>
<td>0.565 ± 0.015</td>
<td>0.432 ± 0.024</td>
<td>0.461 ± 0.052</td>
<td>0.313 ± 0.022</td>
</tr>
<tr>
<td>CMSC</td>
<td>0.657 ± 0.000</td>
<td>0.480 ± 0.000</td>
<td>0.633 ± 0.000</td>
<td>0.495 ± 0.000</td>
<td>0.498 ± 0.000</td>
<td>0.395 ± 0.000</td>
</tr>
<tr>
<td>t-SVD-MSC</td>
<td>0.536 ± 0.000</td>
<td>0.512 ± 0.000</td>
<td>0.649 ± 0.000</td>
<td>0.498 ± 0.000</td>
<td>0.509 ± 0.000</td>
<td>0.396 ± 0.000</td>
</tr>
<tr>
<td>ETLMSC</td>
<td>0.635 ± 0.000</td>
<td>0.610 ± 0.000</td>
<td>0.739 ± 0.000</td>
<td>0.617 ± 0.000</td>
<td>0.713 ± 0.000</td>
<td>0.665 ± 0.000</td>
</tr>
<tr>
<td>LMSC</td>
<td>0.528 ± 0.008</td>
<td>0.458 ± 0.002</td>
<td>0.642 ± 0.002</td>
<td>0.457 ± 0.001</td>
<td>0.442 ± 0.001</td>
<td>0.355 ± 0.001</td>
</tr>
<tr>
<td>our work</td>
<td>0.837 ± 0.000</td>
<td>0.893 ± 0.000</td>
<td>0.914 ± 0.000</td>
<td>0.869 ± 0.000</td>
<td>0.841 ± 0.000</td>
<td>0.845 ± 0.000</td>
</tr>
</tbody>
</table>

are 0, it means that we did not shrink the largest singular value or the first two largest singular values. In this case, our method degrades remarkably and is obviously inferior to the best performance with $\omega = [0.5, 5, 100]$ on the Yale database and $\omega = [1, 10, 100]$ on the Scene-15 database. The reason may be that the larger singular values may carry undesirable information, while we do not shrink them. Thus, the learned coefficient matrix cannot characterize the cluster structure of data.

B. Experimental Results and Analysis

To well estimate the performance of our method for clustering, we list the experimental results of our method with six metrics, such as ACC, purity, recall, NMI, F-score, and AR in the aforementioned five databases. For each experiment, we repeat ten times and show the mean and corresponding standard deviation in Table I. Table I lists the results of all the eight algorithms on the five datasets. From Table I, we have the following interesting observation.

1) T-SVD-based tensor low-rank methods (t-SVD-MSC and our method) are remarkably superior to the classical tensor low-rank method LT-MSC. The reason may be that LT-MSC is based on the Tucker tensor decomposition, which is not a tight convex relaxation of the Tucker rank, while t-SVD-based tensor decomposition is an effective convex relaxation of $\ell_1$-norm. Thus, the coefficient matrix, which is learned by our method and t-SVD-MSC, well characterizes the complementary information and high-order information embedded in multiview data.

2) Except for LT-MSC, tensor low-rank methods are superior to the other multiview clustering methods. This is probably because that tensor low-rank methods directly take into account the high-order correlation
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embedded in multiview data. Moreover, the complementary information among different views can be explored more efficiently and thoroughly by the tensor low-rank methods.

3) Our method is remarkably superior to the other seven methods on the five databases. For example, on the Yale dataset, our method indicates a significant increase of 12.0%, 7.4%, 11.1%, 15.3%, 12.3%, and 16.3% w.r.t. ACC, NMI, purity, F-score, recall, and AR, respectively, compared to the second best method t-SVD-MSC. On the Scene-15 dataset with 4485 images in three views, our method shows 8.7%, 3.9%, 5.7%, 7.7%, 6.7%, and 8.4% of relative improvement w.r.t. ACC, NMI, purity, F-score, recall, and AR over the second best method t-SVD-MSC. The reason may be that our method explicitly considers the contribution of each singular value, that is, the prior knowledge of matrix in solving the nuclear norm minimization problem. Moreover, our method integrates coefficient matrix learning and spectral clustering into a unified framework. Thus, the learned coefficient matrix well characterizes the cluster structure.

4) Single-view clustering methods are overall inferior to multiview clustering methods. The reason may be that multiview methods may leverage the complementary information embedded in multiview data, while single-view methods do not. The multiview method MLAN is overall inferior to best SC in all single-view data. This is probably due to the fact that multiview data are composed of heterogeneous features, but MLAN assumes that all-views data share a coefficient matrix, resulting in over fitting. Moreover, each view generally has different clustering performance, while MLAN does not take into account this in the learning coefficient matrix. The performances of SC on the concatenated multiview features are overall inferior to the other methods. The reason may be that heterogeneity in concatenated multiview features may cause scale issue, and each view has different role for improving clustering performance. Moreover, SC cannot well characterize the cluster structure due to the fact that the concatenated multiview features contain redundancy.

5) The samples in the Yale dataset include illumination changes, occlusion (such as sunglasses), etc. Obviously, the proposed method, respectively, improves by nearly 12.0% and 15.3% over the second best t-SVD-MSC on ACC and F-score on the Yale dataset. All these results clearly prove the superior effectiveness and robustness of our proposed method to illumination and occlusion.

As shown in Fig. 7, we analyze the impact of the power \( p \) in WTSNM on Yale and Scene-15 datasets. One can observe that the proposed method has the different clustering results (ACC and NMI) under the different power \( p \), and when \( p = 0.5 \) and \( p = 0.6 \), we obtain the best clustering results in the Yale dataset and NH dataset, respectively. Meanwhile, we find that the power \( p \) has a great influence on the clustering performance. This is because we perform the power processing strategy on different singular values. By this strategy, we can make the proposed WTSNM preserve useful information in the multiview data, which in turn makes the proposed WTSNM more flexible and robust to noise information.

To further evaluate the advantage of our method, we visualize the confusion matrices in Fig. 8, which are obtained by t-SVD-MSC and our method. In Fig. 8, the row and the column are true and predicted labels, respectively. Herein, the predicted cluster label calculates by performing the permutation mapping function in ACC. We can see that compared with t-SVD-MSC, our method wins in almost all categories in terms of clustering ACC. The reason may be that the learned representation well encodes the cluster structure in our method.
Fig. 9. (a)–(i) Comparison between LRR and t-SVD-MSC with each view and our model in terms of affinity matrix on the Yale dataset. (j)–(l) Final affinity matrix $S = (1/m) \sum_{v=1}^{m} |Z^{(v)}| + |Z^{(v)T}|$.

C. Contributions of Multiview Feature

We analyze the changes of the affinity matrix for all the views before and after the proposed optimization procedure. Figs. 9 and 10 present the view-specific affinity matrices, which are obtained by LRR on the corresponding view data, and the final affinity matrix on the Yale and Scene-15 datasets, respectively. We also show the view-specific affinity matrices and the final affinity matrix of our method on the Yale and Scene-15 datasets, respectively. Obviously, the affinity matrices of all the views, which are learned by our model, have the apparent block-diagonal structures, compared with the corresponding affinity matrix learned by LRR. This is an evidence that the complementary information and high-order information are important and can be propagated among all the views.

Figs. 9 and 10 also present the view-specific affinity matrices and the final affinity matrix of t-SVD-MSC and our method on the Yale and Scene-15 datasets, respectively. It can be seen that both t-SVD-MSC and our method have apparent block-diagonal structures for affinity matrices, but compared with t-SVD-MSC, the nonblock-diagonal elements in affinity matrices, which are learned by our method, are overall smaller in specific view and final affinity matrix. It indicates that our method well characterizes the cluster structure. Moreover, the block-diagonal structure in affinity matrices, which correspond to different views, is different. It means that each view has different roles for improving the clustering performance.
Fig. 10. (a)–(i) Comparison between LRR with each view and our model in terms of affinity matrix on the Scene-15 dataset. (j)–(l) Final affinity matrix $S = \frac{1}{m} \sum_{v=1}^{m} |Z^{(v)}| + |Z^{(v)^T}|$.

VII. CONCLUSION

We studied the WTSNM based on t-SVD, and proposed an efficient iterative algorithm to solve it. As can be seen, the existing tensor nuclear norm based on t-SVD can be viewed as a special case of our method, and our WTSNM can also be applied to the standard matrix nuclear norm minimization. Applying WTSNM to MVSC, we developed a novel MVSC model, which obtains the self-representations and cluster indicator matrix simultaneously by well exploiting the high-order correlation embedded in multiview data. The extensive experimental results on five widely used benchmarks indicate that our method is superior to state-of-the-art multiview clustering methods. In our proposed method, for the sake of simplicity, we assigned equal weights for all frontal slices. In real applications, we should assign different weights to different frontal slices. We will study it our future work.

ACKNOWLEDGMENT

The authors would like to thank C. Zhang for his opening code of LT-MSC and Y. Xie for the code of t-SVD-MSC. The authors would like to thank the anonymous reviewers and AE for their constructive comments and suggestions.

REFERENCES


Wei Xia (Graduate Student Member, IEEE) received the B.Eng. degree in communication engineering from the Lanzhou University of Technology, Lanzhou, China, in 2018. He is currently pursuing the Ph.D. degree in communication and information system with Xidian University, Xi’an, China. His research interests include pattern recognition, machine learning, and deep learning.

Xiangdong Zhang received the B.Eng., M.S., and Ph.D. degrees from Xidian University, Xi’an, China, in 1992, 1995, and 1998, respectively. He is currently an Associate Professor with the School of Telecommunications Engineering, Xidian University. His current research interests include pattern recognition and machine learning.

Quanxue Gao received the B.Eng. degree from Xi’an Highway University, Xi’an, China, in 1998, the M.S. degree from the Gansu University of Technology, Lanzhou, China, in 2001, and the Ph.D. degree from Northwestern Polytechnical University, Xi’an, in 2005. He was an Associate Research with the Biometrics Center, Hong Kong Polytechnic University, Hong Kong, from 2006 to 2007. From 2015 to 2016, he was a Visiting Scholar with the Department of Computer Science, University of Texas at Arlington, Arlington, TX, USA. He is currently a Professor with the School of Telecommunications Engineering, Xidian University, Xi’an, and also a Key Member of State Key Laboratory of Integrated Services Networks. He has authored around 80 technical articles in refereed journals and proceedings, including IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, IEEE TRANSACTIONS ON IMAGE PROCESSING, IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS, IEEE TRANSACTIONS ON CYBERNETICS, CVPR, AAAI, and IJCAI. His current research interests include pattern recognition and machine learning.

Xiaochuang Shu received the B.E. degree in communication engineering from Zhengzhou University, Zhengzhou, China, in 2020. She is currently pursuing the master’s degree in information and communication engineering with Xidian University, Xi’an, China, under the supervision of Prof. Q. Gao. Her research interests include multiview learning and machine learning.

Jungong Han received the B.Eng., and Ph.D. degrees from Xidian University, Xi’an, China, in 1999, and 2004, respectively. He is currently a Full Professor and a Chair of Computer Science with Aberystwyth University, Aberystwyth, U.K. He has published over 180 papers, including 50+ IEEE Trans and 40+ A* conference papers. His research interests span the fields of video analysis, computer vision, and applied machine learning.

Xinbo Gao (Senior Member, IEEE) received the B.Eng., M.Sc., and Ph.D. degrees in electronic engineering, signal and information processing from Xidian University, Xi’an, China, in 1994, 1997, and 1999, respectively. From 1997 to 1998, he was a Research Fellow with the Department of Computer Science, Shizuoka University, Shizuoka, Japan. From 2000 to 2001, he was a Postdoctoral Research Fellow with the Department of Information Engineering, Chinese University of Hong Kong, Hong Kong. Since 2001, he has been with the School of Electronic Engineering, Xidian University, where he is currently a Cheung Kong Professor of Ministry of Education, and a Professor of Pattern Recognition and Intelligent System, and a Professor of Computer Science and Technology with the Chongqing University of Posts and Telecommunications, Chongqing, China. He has published six books and around 300 technical articles in refereed journals and proceedings. His current research interests include Image processing, computer vision, multimedia analysis, machine learning, and pattern recognition.

Prof. Gao is on the editorial boards of several journals, including Signal Processing (Elsevier) and Neurocomputing (Elsevier). He served as the General Chair/Co-Chair, the Program Committee Chair/Co-Chair, or a PC Member for around 30 major international conferences. He is a Fellow of the Institute of Engineering and Technology and the Chinese Institute of Electronics.