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Abstract

The solar atmosphere is a highly magnetised plasma covering a wide range of temperatures from the thousands of Kelvin to the millions. How exactly it reaches such extreme temperatures remains unknown. There are however numerous events that take place, concerned with the movement of energy and plasma throughout the solar atmosphere.

This thesis makes use of four instruments that have studied the Sun in the past, and in three cases continue to do so today. Observations from these instruments are combined with synthetic observations obtained from a detailed non-equilibrium ionisation hydrodynamic radiation code to understand the nature of what was observed and deduce physical information.

One study presents the replication of light curves of a loop obtained by the Atmospheric Imaging Assembly (AIA). It finds that it was a cold loop heated by a pulse of energy at its footpoint consistent with the energy of a nanoflare. Another study replicates line profiles of a structure observed by the Extreme-Ultraviolet Imaging Spectrometer (EIS) within an outflow region. We find that it is best modelled by a long loop consisting of at least 100 strands undergoing a cyclical process of heating and cooling on timescales of approximately 80 minutes. A final study replicates line profiles from the Solar Ultraviolet Measurements of Emitted Radiation (SUMER) instrument, and uses images from the Transition Region and Coronal Explorer (TRACE) to add context to the interpretation.
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Chapter 1

Introduction

The Sun is a key feature of human civilization, continually basking the Earth with energy that goes on to be used in a multitude of ways whether as heat, for photosynthesis in plants, or even electricity. The Sun has been recognised as a significant entity throughout our history, being present in ancient paintings, illuminating monuments during certain times of the year, and being increasingly studied.

The core of the Sun is approximately the innermost 25% region (García et al., 2007) where nuclear fusion is continually converting hydrogen into helium and releasing vast amounts of energy primarily through the proton-proton chain reaction and much less significantly the CNO cycle (Figure 1.1; Adelberger et al., 2011). The 15 MK core temperature and the $1.6 \times 10^5$ kg m$^{-3}$ central density allow the reaction to take place (Priest, 2014). Like the rest of the solar interior, it is not possible to directly observe the core as no radiation escapes the interior. Instead, properties of the interior are inferred indirectly based on the observable effects of its behaviour. The two key sources of information on the interior are solar oscillations and solar neutrinos (Phillips, 1992).

The radiative zone extends from above the core until approximately 0.7 R$_\odot$ (García et al., 2007) and is where the energy is primarily conveyed outward by radiation as photons rather than by convection. It is mostly made up of protons and high-energy electrons, making collisions highly probable for photons resulting in them taking on the order of tens of thousands of years to reach the photosphere.
Figure 1.1: The left image shows three main cycles making up the proton-proton chain reaction, plus a minor branch on the right which creates the most energetic neutrinos. Here the percentages indicate how often the reactions proceed down that route, for example the first row indicates that $^2$H is produced by the reaction on the left 99.76% of the time. The right image shows the CNO-I and CNO-II cycles. Reprinted figure with permission from E. G. Adelberger et al., Reviews of Modern Physics, 83, 201, 2011, https://dx.doi.org/10.1103/RevModPhys.83.195. Copyright 2011 by the American Physical Society.

(Mitalas and Sills, 1992). Due to the high frequency of collisions here, resulting in scattered or re-emitted photons, energy transport is dominated by radiation.

Above this up until the surface sits the convective zone where the reverse is true, in that the energy transport is dominated by convective processes rather than radiative. Here the plasma carries heat as it rises towards the surface before losing a portion of it and falling back down to collect more. By the time they reach the surface, the gamma rays generated in the core turn into visible light due to the photons being continually absorbed and re-emitted on the way.

The photosphere is the layer of the Sun generally considered to be the surface for the sake of defining the solar radius and other such values. This, the first layer of the solar atmosphere only a few hundred kilometres thick, is defined by its low optical depth which allows visible light to escape the Sun. The increasing opacity with depth is due to the rising abundance of $^\text{H}^-$ ions whose additional electron is easily displaced, allowing them to readily absorb photons over a wide range of energies. This change in abundance results in a range of temperatures from approximately 6400 K at the base of the photosphere to approximately 4400 K at the top (Phillips,
Figure 1.2: Spectrum of the radiation of the photosphere displayed as spectral flux against wavelength. For comparison, black body lines from Labs and Neckel (1968) are plotted with their absolute temperatures indicated in Kelvin. Reprinted figure with permission from K. J. H. Phillips, Guide to the Sun, 1992, New York, NY: Cambridge University Press. Copyright 1992 by Cambridge University Press.
1992), where there is a temperature minimum region due to the temperature then rising in the higher layers of the atmosphere. The emission from the photosphere resembles quite closely that of a black body (Figure 1.2). Therefore by taking the total solar flux of the Sun in all wavelengths and then assuming the Sun to be a black body, one can calculate the effective temperature to be 5778 K (Phillips, 1992).

A small-scale magnetic field pervades the photosphere. It is not a uniform field however, and gives rise to phenomena visible on the surface. Where there are particular concentrations of magnetic flux a black dot, known as a sunspot, can be seen in visible light. These consist of a dark core called the umbra which is surrounded by the lighter, though still darker than the photosphere, penumbra. Typically sunspots form in pairs of opposite polarity, however they can also form in complex groups.

The much less dense, hotter, chromosphere sits above the photosphere. This low density usually renders it visually unobservable due to the overwhelming emission of the photosphere, but during solar eclipses the moon blocks out the photosphere revealing the chromosphere as red flashes around the edge of the disk. Full disk observations are commonly carried out by applying a Hα filter or by using the strong Ca II H and K Fraunhofer lines. Here the temperature rises with height in contrast to the photosphere.

Observing the chromosphere in Hα reveals spicules, fine jet-like strands around the edge of the disk (see Sterling (2000) for a review of spicules). Consisting of magnetic flux tubes containing plasma, spicules are capable of extending into the corona with an average temperature of $10^4$ K (Stix, 2004). More recently de Pontieu et al. (2007) found there to be two distinct types of spicules with the key difference being that the original type I spicules move up and down while the new type II spicules fade from view.

The transition region is a layer of highly variable thickness where the temperature sharply rises from the chromosphere into the corona. The jump from the approximately $10^4$ K chromosphere to the approximately $10^6$ K corona can be so sharp that it is appropriate to regard the transition region as a temperature regime.
(Stix, 2004). It is here that explosive events were originally discovered by Brueckner and Bartoe (1983) in spectra of transition region lines. They are not strictly defined, but can be characterised by their line profiles possessing strong non-Gaussian wing enhancements resulting from a high velocity component (Bewsher et al., 2005). Explosive events in active regions were found to be associated with transition region loop brightenings by Huang et al. (2017).

The corona is the uppermost layer of the solar atmosphere, here we find the greatest temperatures and the lowest densities. The extent of the corona is not easily defined as it technically extends to the edge of the solar system, but it is generally considered to be within a few solar radii of the Sun past which the density noticeably drops with distance making up the solar wind. The high temperatures result in the corona, comprised mostly of hydrogen, being a fully ionised plasma. Consequently, despite the corona producing much less radiation compared to the photosphere, its radiation covers a much wider range of wavelengths (Phillips, 1992).

That the temperature of the solar atmosphere remains above 1 million Kelvin and does not fall off with distance as one would expect is the essence of the coronal heating problem. If the corona was purely heated by radiation from below then reaching millions of Kelvin would not be possible. This leads to the conclusion that other mechanisms of heating must be at work to sustain the high temperatures of the corona and to balance the losses suffered through thermal conduction and radiation. Determining what these mechanisms are and how they operate is still very much an active field today with no conclusive theory of coronal heating yet put forward.

One such mechanism, under steady investigation since being proposed by Parker (1988), is nanoflares. These are small bursts of energy on the order of around $10^{24}$ erg, originally proposed to be the result of reconnection caused by random photospheric motions braiding magnetic field lines. However the term today refers to any impulsive mechanism delivering energy in that range. The heating of the corona by such events was found to have theoretical backing by Browning et al. (2008), while more recently Klimchuk and Bradshaw (2014) concluded that chromospheric
nanoflares are not a primary source of hot coronal plasma as opposed to nanoflares occurring higher up in the corona. Ding et al. (2011) showed that plasma outflows in the chromosphere and transition region can be efficiently driven by magnetic reconnection.

Alfvén waves have also been proposed as the source of coronal heating (Wentzel, 1974, 1976), however their weak damping means that actually imparting their energy into the corona is troublesome. To enhance the dissipation of these waves, the resonant absorption (Ionson, 1978) mechanism was derived whereby in some circumstances Alfvén waves can be in resonance with local oscillations allowing for the energy to transfer into the local oscillations and thus dissipate more effectively at the smaller scales. Based on the same property, that individual surfaces within an inhomogeneous plasma can oscillate with their own Alfvén frequency, phase mixing (Heyvaerts and Priest, 1983) also attempts to enhance Alfvén wave dissipation. This mechanism underlines how Alfvén waves on neighbouring field lines slowly become out of phase, which generates increasingly large transverse gradients until dissipative length scales are reached.

Active regions make up a small portion of the solar atmosphere but contain most of the activity. Located where the magnetic field is strongly concentrated, they are visible above sunspot groups. As an area home to mainly closed magnetic field lines it plays host to a range of processes, due to the continual magnetic activity of the Sun and the high concentration of field lines, such as flares and coronal mass ejections.

Coronal holes make up the darker northern and southern poles of the Sun. They are dominated by open magnetic field lines that allow for plasma to leave the Sun and flow into the solar wind, resulting in their diminished brightness. They are detectable across a range of wavelengths, but appear clearest in soft X-ray images.

The areas outside of active regions were historically called quiet Sun regions, however this has since been found to be a misleading name due to the wide range of dynamic activity discovered to be taking place there. This blurs the lines between
the quiet Sun and active regions somewhat, a modern definition is that the quiet Sun consists of all closed magnetic field regions except for active regions (Aschwanden, 2006).

Coronal loops are magnetic flux tubes anchored at both ends to the photosphere that contain plasma. They appear as bright closed arches in the corona because of the increased pressure and density of the contained plasma relative to that of the tenuous corona. There is still much to understand about the underlying mechanisms that result in the filling of such flux tubes. However coronal loops are intensely studied to identify how they contribute to coronal heating. This is because they provide an avenue for relatively cold chromospheric plasma to shoot up to coronal heights and temperatures. Loops are generally classified thermally into three broad groups, hot loops observed best in soft X-rays at 2 MK or above, warm loops best observed in EUV bands at around 1 MK, and cool loops observed in UV lines at $10^5$–$10^6$ K. Reale (2014) suggested that these differences may be more substantial with different classes of loops potentially being governed by different physical processes.

This thesis uses powerful numerical simulations to reproduce solar events observed by a number of the above satellites, of which greater details follow. The combination of the numerical and the observational yields greater results than focusing on just one or the other. The numerical helps to understand what has been observed, and the observations act as a target constraining the simulations to ensure their veracity. The first study reproduces the light curves of a loop that was heated by an explosive event using a single heating pulse at the footpoint of the loop, the second study replicates the line profiles of a structure observed within a complicated outflow region, and the final study reproduces the line profiles of an observed loop believed to have multiple pulses occurring along its length.
Space based observations of the Sun have been taking place since 1946 when a team from the US Naval Research Laboratory (NRL) was allowed to place an instrument on a V2 rocket launched by the US Army. These were followed by a series of eight Orbiting Solar Observatory (OSO) satellites launched from 1962–1975, which allowed for longer observations than are possible from a sounding rocket. The US space station Skylab, carrying the Apollo Telescope Mount (ATM) which operated from 1973–1974 with an array of eight instruments observing the Sun in X-ray, EUV, UV, and white light, was a big step forward in solar physics returning the first images of the Sun in detail. The Solar Maximum Mission (SMM), a satellite dedicated to solar observations lasting from 1980–1989, expanded on the observing capabilities of the ATM by additionally observing in gamma-ray and infrared wavelengths. The Yohkoh satellite operated from 1991–2001 carrying four instruments with a heavy, but not complete, focus on X-ray wavelengths. The Solar and Heliospheric Observatory (SOHO) was launched in 1995 with twelve instruments for observing the solar atmosphere, monitoring the solar wind, and helioseismology and it remains operational at the time of writing. The Transition Region and Coronal Explorer (TRACE) followed from 1998–2010 and was comprised of a single telescope designed to provide unprecedented spatial resolution. Hinode was launched in 2006 to study the Sun’s magnetic fields as the successor to Yohkoh and continues to operate at the time of writing. The Solar Dynamics Observatory (SDO) was launched
2.1 SOLAR AND HELIOSPHERIC OBSERVATORY

in 2010 and is also currently operational, providing full-disk observations with its three instruments.

The technological capabilities of space based solar observation satellites have increased with time, with each advancement revealing new information. Continuing improvement in areas such as spatial resolution and temporal cadence is essential for completing our understanding of the Sun. For example Doyle et al. (2012) found that increases in the intensity of transition region spectral lines on a subsecond timescale could be explained through transient ionisation, but at the time of publication no spectrographs were capable of carrying out observations at a high enough cadence to diagnose it.

2.1 Solar and Heliospheric Observatory

The Solar and Heliospheric Observatory (SOHO) is a joint project of ESA and NASA launched in 1995 to study the Sun. While originally planned to be a two year mission it has been repeatedly extended and continues to operate twenty years later. The satellite carries three helioseismology experiments, Global Oscillations at Low Frequencies (GOLF; Gabriel et al., 1995), Variability of solar IRradiance and Gravity Oscillations (VIRGO; Fröhlich et al., 1995), and the Michelson Doppler Imager (MDI; Scherrer et al., 1995). There are a further six instruments for solar atmosphere remote sensing investigations, Solar Ultraviolet Measurements of Emitted Radiation (SUMER; Wilhelm et al., 1995), the Coronal Diagnostic Spectrometer (CDS; Harrison et al., 1995), the Extreme-ultraviolet Imaging Telescope (EIT; Delaboudinière et al., 1995), the UltraViolet Coronagraph Spectrometer (UVCS; Kohl et al., 1995), the Large Angle and Spectrometric COronagraph (LASCO; Brueckner et al., 1995), and Solar Wind ANisotropies (SWAN; Bertaux et al., 1995). Finally there are three solar wind ‘in-situ’ instruments, the Charge, ELement and Isotope Analysis System (CELIAS; Hovestadt et al., 1995), the COmprehensive SupraThermal and Energetic Particle analyser (COSTEP; Müller-Mellin et al., 1995), and the Energetic and Relativistic Nuclei and Electron experiment (ERNE; Torsti et al., 1995). The satellite
orbits around the L₁ Lagrangian point allowing it to continuously observe the Sun (Domingo et al., 1995).

### 2.1.1 Solar Ultraviolet Measurements of Emitted Radiation

The SUMER instrument is a ultraviolet spectrograph used to study the solar chromosphere, transition region, and low corona. It can obtain spectra and monochromatic images. It has two detectors with differing wavelength ranges, and only one can be operated at a time. Detector A can record first order lines from 780 Å to 1610 Å and second order lines from 390 Å to 805 Å, while detector B can record from 660 Å to 1500 Å and 330 Å to 750 Å respectively. The spectrograph has an angular resolution of close to $1''$, spectral resolutions in the vicinity of 43 mÅ (1st order) and 22 mÅ (2nd order) which vary by wavelength observed, and a temporal resolution down to 1 s or 60 ms in the case of certain observations.

The spectrograph mainly consists of two parabolic mirrors, a plane mirror, and a spherical concave grating which optionally feeds into one detector or the other. The first parabolic mirror is capable of pointing adjustments in two perpendicular directions of $±32'$, and can be used to compensate for solar rotation or to raster areas of the Sun. The pointing is verified with the help of a visible light rear slit camera.

### 2.2 Transition Region and Coronal Explorer

The Transition Region and Coronal Explorer (TRACE) was a NASA satellite that observed the Sun from 1998 until 2010. It was placed in a Sun-synchronous polar orbit to allow it to cycle between approximately 7–9 months of uninterrupted observing and an eclipse season each year. The satellite itself was the sole instrument, housing a Cassegrain telescope with a field of view equivalent to one-tenth of the solar disk ($8.5' \times 8.5'$) at a $1''$ resolution and $0.5''$ pixel size with typical temporal resolutions of less than 1 minute. A guide telescope and limb sensor on top of the
### 2.3 HINODE

<table>
<thead>
<tr>
<th>Channel (Å)</th>
<th>Bandwidth (Å)</th>
<th>Primary ion(s)</th>
<th>$\log_{10}T$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>171</td>
<td>6.4</td>
<td>Fe IX/X</td>
<td>5.2–6.3</td>
</tr>
<tr>
<td>195</td>
<td>6.5</td>
<td>Fe XII/XXIV</td>
<td>5.7–5.7, 7.0–7.4</td>
</tr>
<tr>
<td>284</td>
<td>10.7</td>
<td>Fe XV</td>
<td>6.1–6.6</td>
</tr>
<tr>
<td>1216</td>
<td>84</td>
<td>H I Lα</td>
<td>4.0–4.5</td>
</tr>
<tr>
<td>1550</td>
<td>30</td>
<td>C IV</td>
<td>4.8–5.4</td>
</tr>
<tr>
<td>1600</td>
<td>275</td>
<td>UV cont., C I, Fe II</td>
<td>3.6–4.0</td>
</tr>
<tr>
<td>1700</td>
<td>200</td>
<td>continuum</td>
<td>3.6–4.0</td>
</tr>
<tr>
<td>5000</td>
<td>broad</td>
<td>white light</td>
<td>3.6–3.8</td>
</tr>
</tbody>
</table>

Table 2.1: The primary ions, their wavelengths, bandwidth, and temperatures as observed by TRACE (Handy et al., 1999).

The main telescope were used for pointing. It imaged the photosphere, transition region, and corona using three extreme-ultraviolet wavelengths (171 Å, 195 Å, and 284 Å), four ultraviolet wavelengths (1216 Å, 1550 Å, 1600 Å, and 1700 Å), and white light (5000 Å) as detailed in Table 2.1 (Handy et al., 1999).

### 2.3 Hinode

Hinode is a Sun observation satellite launched by JAXA in collaboration with NAOJ, NASA, and STFC (UK). It consists of three instruments, the Solar Optical Telescope (SOT; Tsuneta et al., 2008), the X-ray Telescope (XRT; Golub et al., 2007), and the Extreme-Ultraviolet Imaging Spectrometer (EIS; Culhane et al., 2007). Operating since 2006 it sits in a Sun-synchronous orbit that allows it to collect near-continuous observations of the Sun.

#### 2.3.1 Extreme-Ultraviolet Imaging Spectrometer

The EIS instrument is an extreme ultraviolet spectrometer that observes coronal and upper transition region emission lines within two wavelength bands, 170–210 Å and 250–290 Å. The bands were chosen to allow for the detailed measurement of plasma properties, flow velocities and non-thermal plasma processes in particular. The instrument has a spatial resolution of $2''$ (pixel size $1''$), a field of view of $360'' \times 512''$, a spectral resolution of approximately $25 \text{ km s}^{-1} \text{ pixel}^{-1}$, and a temporal resolution...
of approximately 1–10 s depending on the observing mode used.

Notably the spectrometer operates at normal incidence due to using multilayer coatings on both the mirror and the grating, plus thinned back-illuminated CCDs. The coatings result in the narrow passbands, but they were accepted for the purposes of high throughput. An electric drive to rotate the primary mirror provides the raster capability of the instrument.

2.4 Solar Dynamics Observatory

The Solar Dynamics Observatory (SDO) is a NASA satellite that has been observing the Sun since 2010. It contains three instruments, the Helioseismic and Magnetic Imager (HMI; Scherrer et al., 2012), the Extreme Ultraviolet Variability Experiment (EVE; Woods et al., 2012), and the Atmospheric Imaging Assembly (AIA; Lemen et al., 2012). The satellite sits in an inclined geosynchronous orbit that allows it to maintain continuous contact with its ground station. This was necessary due to the large data rate making onboard storage and temporary downlinks impossible (Pesnell et al., 2012).

2.4.1 Atmospheric Imaging Assembly

The full-disk of the Sun is continuously observed by AIA, providing $4096 \times 4096$ pixel images for ten wavelengths with a pixel size of 0.6$''$ and resolution of 1.5$''$. The bulk of the wavelengths are seven in the extreme-ultraviolet range, centred on 94 Å, 131 Å, 171 Å, 193 Å, 211 Å, 304 Å, and 335 Å observed at a cadence of 12 s. It also takes two images centred on the ultraviolet wavelengths of 1600 Å and 1700 Å at a cadence of 24 s, and the continuum observed at 4500 Å with a cadence of 1 hour. Their associated primary ions and characteristic temperatures are given in Table 2.2, while example images are given by Figure 2.1. A detailed breakdown of the contributions made to the channels by spectral lines and continuum emission is given by O’Dwyer et al. (2010). The range of temperatures covered, combined with
Table 2.2: The primary ions and their wavelengths, typical regions, and characteristic temperatures, observed by AIA (Lemen et al., 2012).

<table>
<thead>
<tr>
<th>Channel (Å)</th>
<th>Primary ion(s)</th>
<th>Region of atmosphere</th>
<th>log₁₀ T (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4500</td>
<td>continuum</td>
<td>photosphere</td>
<td>3.7</td>
</tr>
<tr>
<td>1700</td>
<td>continuum</td>
<td>temperature minimum, photosphere</td>
<td>3.7</td>
</tr>
<tr>
<td>304</td>
<td>He II</td>
<td>chromosphere, transition region</td>
<td>4.7</td>
</tr>
<tr>
<td>1600</td>
<td>C IV + cont.</td>
<td>transition region, upper photosphere</td>
<td>5.0</td>
</tr>
<tr>
<td>171</td>
<td>Fe IX</td>
<td>quiet corona, upper transition region</td>
<td>5.8</td>
</tr>
<tr>
<td>193</td>
<td>Fe XII, XXIV</td>
<td>corona and hot flare plasma</td>
<td>6.2, 7.3</td>
</tr>
<tr>
<td>211</td>
<td>Fe XIV</td>
<td>active-region corona</td>
<td>6.3</td>
</tr>
<tr>
<td>335</td>
<td>Fe XVI</td>
<td>active-region corona</td>
<td>6.4</td>
</tr>
<tr>
<td>94</td>
<td>Fe XVIII</td>
<td>flaring corona</td>
<td>6.8</td>
</tr>
<tr>
<td>131</td>
<td>Fe VIII, XXI</td>
<td>transition region, flaring corona</td>
<td>5.6, 7.0</td>
</tr>
</tbody>
</table>

2.5 Hydrodynamics and Radiation Code

All loop simulations within this thesis were carried out using the one-dimensional hydrodynamics and radiation code HYDRAD (Bradshaw and Mason, 2003a,b; Bradshaw and Cargill, 2013). It first generates a set of initial conditions from a series of specified parameters, and then proceeds to evolve the loop over time according to further settings. The code is able to consider the first thirty elements of the periodic table to be in either equilibrium or non-equilibrium, however we consider only the fifteen most abundant elements in the solar atmosphere due to their majority and to save computational time. Key features for this work include the non-equilibrium...
Figure 2.1: Example images from each of the AIA filters. Courtesy of NASA, created using Helioviewer.
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capability and the adaptive mesh because it allows the code to accurately maintain a high resolution representation of the sensitive transition region during periods of heating (Taroyan and Erdélyi, 2009). The importance of considering non-equilibrium ionisation when modelling solar transient events was demonstrated by Roussev et al. (2001). Doyle et al. (2012) showed the importance of non-equilibrium effects, namely transient ionisation, when studying transition region intensities. Inadequate resolution of the transition region has been found to primarily lead to underestimated coronal density by Bradshaw and Cargill (2013), and others, which would have knock on effects to the results.

The code solves the conservative form of the hydrodynamic equations and a detailed ionisation balance equation for each ion:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial s}(\rho v) = 0, \tag{2.1}
\]

\[
\frac{\partial}{\partial t}(\rho v) + \frac{\partial}{\partial s}(\rho v^2) = \rho g_\parallel - \frac{\partial P}{\partial s} + F, \tag{2.2}
\]

\[
\frac{\partial E}{\partial t} + \frac{\partial}{\partial s}[(E + P)v] = \rho v g_\parallel + \frac{\partial}{\partial s}\left(\kappa T^{5/2} \frac{\partial T}{\partial s}\right) + E_H(s,t) - E_R(s,t), \tag{2.3}
\]

\[
E = \frac{1}{2} \rho v^2 + 3k_B nT, \tag{2.4}
\]

\[
P = 2k_B nT, \tag{2.5}
\]

\[
\frac{\partial Y_i}{\partial t} + \frac{\partial}{\partial s}(Y_i v) = n(I_{i-1}Y_{i-1} + R_i Y_{i+1} - I_i Y_i - R_{i-1} Y_{i}). \tag{2.6}
\]

\(\rho\) denotes the mass density; \(v\) the bulk velocity; \(P\) the total pressure; \(T\) the temperature; \(g_\parallel\) the gravitational acceleration parallel to the magnetic field; \(k_B\) the Boltzmann constant; \(\kappa\) the coefficient of thermal conductivity; \(E_H\) the volumetric heating rate consisting of time-independent uniform heating and a time-dependent impulsive heating rate; \(E_R\) the radiative energy loss rate, which assumes optically thin emission and a fully ionised plasma, as a function of \(s\) and \(t\) accounting for the non-equilibrium state of the ions; \(Y_i\) the fractional population, normalised to 1, of ion stage \(i\) of element \(Y\); \(I_i\) and \(R_i\) are the ionisation and recombination rates
from/to ion stage \( i \); \( n \) is the electron number density; and \( F \) is a forcing term that
drives cold plasma injection. Note that the second term of the energy equation (2.4)
is the sum of the electron and ion thermal energies. Also the forcing term is zero for
impulsive heating, and the time-dependent impulsive heating rate is zero for cold
plasma injection.

Elements were considered to be in equilibrium for the generation of initial con-
ditions however all ensuing simulations were carried out under full non-equilibrium
ionisation. This was necessary to ensure the simulations painted a realistic picture
of the evolution of the loops because the assumption that the ion populations re-
main in equilibrium does not hold once a heating pulse is introduced to a stable
loop. Borrini and Noci (1982) reported considerable deviation from equilibrium in
loops characterised by high-speed flows, especially in cold loops, as a result of the
greater temperature and density gradients involved. Bradshaw (2009) concluded
that rapid heating can still result in a lack of equilibrium even at high densities
around \( 10^{10} \) cm\(^{-3} \), although the differences decrease with increasing density.

An important feature of HYDRAD is its handling of heating, allowing for time-
independent background heating and time-dependent heating pulses. These dy-
namic heating pulses can be introduced to the loop with specified volumetric heating
rates, spatial locations, spatial scales, and temporal profiles. It is possible to adjust
the governing equation but it was fixed as follows for this work:

\[
E_t = E_0 \exp \left[ \frac{(s - s_0)^2}{2(s_H)^2} \right] \begin{cases} 
\frac{(t-t_0)}{(t_1-t_0)} & t_0 < t < t_1 \\
1 & t_1 \leq t \leq t_2 \\
1 - \frac{(t-t_2)}{(t_3-t_2)} & t_2 < t < t_3
\end{cases} \tag{2.7}
\]

where \( E_t \) denotes the heating energy per unit area due to the pulse at time \( t \);
\( E_0 \) the impulsive heating rate; \( L \) the length of the loop; \( s \) the loop position; \( s_0 \) the
heating location; \( s_H \) the heating scale length; \( t_0 \) the time the heating rise phase
begins; \( t_1 \) the time the heating rise phase ends; \( t_2 \) the time the heating decay phase
begins; and \( t_3 \) the time the heating decay phase ends.
The output physical and ion data can then be fed into the forward modelling part of the code for comparison to observations by instruments. They are combined with instrumental response functions and ion emissivity tables to generate intensity in units of DN s\(^{-1}\) pixel\(^{-1}\) by:

\[
I(\lambda, n, T) = \frac{0.83 \times G(\lambda) \times Ab(Y) \times Y_i \times \epsilon(\lambda, n, T) \times \langle EM \rangle}{4\pi \times (\frac{hc}{\lambda})}
\]  

(2.8)

\(G(\lambda)\) denotes the instrumental response function in DN pixel\(^{-1}\) photon\(^{-1}\) sr cm\(^2\); \(\frac{hc}{\lambda}\) the photon energy in erg; 0.83 the ratio of protons to electrons; \(Ab(Y)\) the abundance of element \(Y\) relative to hydrogen; \(Y_i\) the population fraction of charge state \(i\) of element \(Y\); \(\epsilon(\lambda, n, T)\) the emissivity of the line in erg s\(^{-1}\) cm\(^3\); and \(\langle EM \rangle\) the spatially averaged column emission measure in the pixel, in units of cm\(^{-5}\).

The response functions in the case of imagers, such as AIA, are a product of the plate scale, effective area, and gain of the instrument (Bradshaw and Klimchuk, 2011). This allows for the modelled intensity to be directly compared to the real observed intensity. However for spectrographs we set the response functions to a value of one meaning that relative intensities must be used. The intensities can be used in conjunction with the physical data from the original simulation to calculate a range of variables for further comparisons to observations such as the Doppler shift or the Doppler width.
Chapter 3

Forward Modelling of a Brightening Observed by AIA

A comprehensive understanding of the different transient events is necessary for any eventual solution of the coronal heating problem. We present a cold loop whose heating caused a short-lived small-scale brightening that was observed by AIA. The loop was simulated using an adaptive hydrodynamic radiation code that considers the ions to be in a state of non-equilibrium. Forward modelling was used to create synthetic AIA intensity plots, which were tested against the observational data to confirm the simulated properties of the event. The hydrodynamic properties of the loop were determined. We found that the energy released by the heating event is within the canonical energy range of a nanoflare.

3.1 Introduction

The underlying cause of coronal heating is a long-standing problem whose solution continues to elude the scientific community. In theory it should be a simple matter to account for the 0.01% of solar output (Golub and Pasachoff, 1997) that is required to sustain the corona. However, in reality, the Sun is a very dynamic and complicated stellar object, which makes the task more difficult than first thought. A comprehensive understanding of the multitude of solar phenomena, and the movement of
energy that comes with them, is essential for solving the problem.

Coronal loops are one such phenomenon, linking the photosphere to the corona, potentially providing a conduit for the energy of the solar interior to reach the atmosphere. Extensive overviews of coronal loops are given by Bray et al. (1991), with Reale (2014) specifically addressing them as bright structures confining plasma, while insight into their structure is given by Peter et al. (2013). Reale et al. (2000) presented detailed modelling of a coronal loop that was found to be impulsively heated.

Small bursts of energy of around $10^{24}$ erg, called nanoflares, are potential candidates for the source of coronal heating, as originally proposed by Parker (1988). Originally referring solely to energy release through magnetic reconnection, the term nanoflare now encompasses any impulsive mechanism that delivers energy in that range, for example, heating by Alfvén waves (Moriyasu et al., 2004). It has yet to be confirmed as the source of coronal heating despite studies of the frequency distribution of thermal energies for hard X-ray flares (Crosby et al., 1993), active region transient brightenings (Shimizu, 1995), and quiet-Sun nanoflares and microflares (Krucker and Benz, 1998; Parnell and Jupp, 2000; Aschwanden et al., 2000; Benz and Krucker, 2002; Aschwanden and Parnell, 2002; Taroyan et al., 2011). However, it remains an open avenue of investigation.

As with any phenomenon that involves energy release, explosive events are also of interest to those investigating heating. Explosive events are defined by their non-Gaussian line profiles and short-lived nature. Since their discovery by Brueckner and Bartoe (1983), they have been the focus of numerous studies. Dere et al. (1991) used explosive events to examine magnetic reconnection by assuming that they are all the result of reconnection. Innes and Tóth (1999) conducted simulations of explosive events to examine the behaviour of temperature emission lines from reconnection. Winebarger et al. (2002) explored the energetics of explosive events and found that individual events were not energetically significant with regard to coronal and chromospheric heating. Teriaca et al. (2002) analysed spectral lines to
determine whether or not transition region explosive events have coronal counterparts. Teriaca et al. (2004) found cases where supersonic flows in small loops were associated with non-Gaussian line profiles. More recently, Madjarska et al. (2009) have demonstrated that explosive events and other transient phenomena may be the same processes, but observed in different ways.

The differences between non-equilibrium ionisation and local thermodynamic equilibrium modelling have been known for some time, with Mariska et al. (1982) finding substantial differences in relative ionic abundances of the quiet Sun. Müller et al. (2003) investigated the effects of non-equilibrium ionisation on condensation in transition region spectral lines. Bradshaw and Cargill (2006) found significant departure from equilibrium in models of coronal loops heated by nanoflares. In this work we factor in the effects of non-equilibrium ionisation by using the established HYDRAD code (Section 2.5) for our simulations and modelling.

In the following work we investigate a pair of brightenings reported by Innes and Teriaca (2013) that are believed to have occurred in a loop. Hydrodynamic simulations combined with forward modelling allow us to replicate the observations and suggest physical parameters such as density, loop temperature, loop length, and heating rate. The initial brightening represents a nanoflare that subsequently caused the second brightening through a heating pulse in the loop. This is supported by the results of Winebarger et al. (2013), who found that cool dense loops were impulsively heated by nanoflares.

### 3.2 Observations

A pair of explosive events were observed by Innes and Teriaca (2013) using SUMER (Section 2.1.1), and then co-aligned with corresponding data from AIA (Section 2.4.1). Both explosive events were associated with small-scale brightenings in the AIA data. There was a delay of 60 s between the AIA brightenings at the two sites, and each brightening coincided with an explosive event. The authors therefore concluded the likely cause to be a brightening that released energy at a loop footpoint and drove
3.2. OBSERVATIONS

a flow along to the other footpoint where the second brightening took place. There was a delay between the two explosive events seen by SUMER, but due to the 60 s exposure time, the exact length of time could not be determined. It is reasonable to assume, however, that the delay is similar to the delay between the two brightening peaks. Because of the long exposure time used for the SUMER data, we only make use of the AIA data due to the short-lived nature of the events.

Additional evidence for the involvement of a loop is shown by Figure 3.1, where the two sites of the brightenings are connected by a band of increased emission shortly after the appearance of both sites. By considering the Sun to be flat in the relatively small area covered and using basic geometry, it is possible to obtain a simple approximation for the length of the loop. Earlier observations indicate that the loop is not observed before the two brightenings appear.

Sets of AIA data were plotted onto intensity maps with a pixel size of 0.6\(''\) (Figure 3.1). A square of three by three pixels centred on each footpoint was summed and divided by the duration of the observations to create plots of intensity in units of DN against time in seconds (Figure 3.2). The intensity between the footpoints was also examined, but it did not accurately represent the loop structure, therefore we did not analyse it here. The discrepancy may be due to the greater column depth of material making up the observations at the footpoints compared to the middle of the loop, resulting in more background contamination of the intensity in the middle. This was carried out for the 304 \(\AA\), 171 \(\AA\), 193 \(\AA\), and the 131 \(\AA\) extreme ultraviolet channels. While the event was also visible in the 211 \(\AA\) channel, the emission was weak. Therefore it was not included in our analysis as presented, but it was found to be modelled as successfully as the other channels. We note that the 12 s cadence of the AIA data means that the true peaks of the intensity data may not have been observed. An improved cadence could have resulted in a better or poorer agreement with the results of our forward modelling, but our aim was to be consistent with the available data.
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Figure 3.1: Excerpt of the observational AIA intensity data for the 131 Å channel in the top row and the 193 Å channel in the bottom row. The images from the first column are approximately from the same time, the second column shows images obtained 70 s later. The axes indicate solar coordinates in arcseconds, and the pixels are squares of side length 0.6". The colour of the pixels indicates the intensity, with white being the most intense. The red boxes indicate the nine pixels that correspond to the explosive events at each footpoint that are summed to produce the observational intensity plots (Figure 3.2).
Figure 3.2: Observational AIA intensity data for the four spectral channels showing the first (a) and second footpoint (b).
3.3 Numerical Simulations

The evolution of the impulsively heated loop was simulated using the 1D hydrodynamics and radiation code HYDRAD. A heating pulse was injected into one of the footpoints at the top of the chromosphere, and its evolution was computed until the loop settled back into a static state. The temporal profile of the heating pulse consists of a linear increase to the peak volumetric heating rate, followed by a plateau, followed by a linear decrease to zero. In this work, the resolution was such that the smallest grid cell width was 0.12 km.

It is possible that ionisation may be close to equilibrium in our case, but simulating under non-equilibrium ionisation is still favourable. Our forward modelling relies heavily on the emission from the ions, so if they were to be erroneously distributed within the loop, the accuracy of the models would suffer.

For simplicity, the loop was assumed to have zero inclination such that it was perpendicular to the solar surface. The approximate coordinates in arcseconds of the observed loop footpoints are -193, -140 for the first (northern) and -191, -146 for the second (southern) footpoint. The ends of the loop were rooted in a chromosphere of temperature $2 \times 10^4$ K. The other parameters were varied through a process of trial and error in an effort to determine their value.

3.4 Forward Modelling

The physical data generated by the simulations were fed into the forward-modelling component of HYDRAD. We used the same response functions for equation (2.8) as Bradshaw and Klimchuk (2011); these functions are a product of the plate scale, effective area, and gain of the AIA instrument.

Intensity plots corresponding to Figure 3.2 were created from the numerical results by forward modelling. The emission might be optically thick in the 304 Å channel, therefore the modelled intensity may be inaccurate for this channel because the code does not include optically thick emission. However, the use of multiple other
channels minimises any effects of this. To create synthetic observations that could be compared to the observed intensities, the loop was projected onto a flat base and was regridded to the AIA pixel size to account for the geometry (Figure 3.3). Then the data points in a corresponding three-pixel length of loop were summed to create the synthetic intensity. The location of this loop section was varied to find the best observational match.

3.5 Results and Discussion

We went through a cyclic process of trial and error whereby the results of the forward modelling were compared to the observations to inform the choice of parameters for a new set of simulations in an attempt to approach the observed values. The final results yielded a footpoint density of $1.2 \times 10^{10}$ cm$^{-3}$, which resulted in a loop peak temperature of $4 \times 10^{5}$ K before any heating. The temperature of the loop was derived from the footpoint density and not chosen independently. The uniform background heating rate was $1.68 \times 10^{-4}$ erg cm$^{-3}$ s$^{-1}$. The heating event of the loop had a maximum impulsive heating rate of $0.08$ erg cm$^{-3}$ s$^{-1}$ and a scale length of $1 \times 10^5$ m. The heating pulse was applied to the top of the chromosphere at the first footpoint because the observations show the first footpoint to peak in intensity before the second footpoint.

It was found that as the total duration of the heating event increased, the inten-
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...density peaks broadened, and secondary peaks to the right became more pronounced. A duration of 50 s was found to give the best match to the observations, which is comparable to the peak width at the first footpoint shown in Figure 3.2. This was split between the three parts of the pulse’s temporal profile as 20 s for the linear increase, 10 s for the plateau, and 20 s for the linear decrease. The similarities between the observed pulse width and the simulated heating duration provides support for the proposed scenario.

The evolution of the impulsively heated loop can be seen in the hydrodynamic data in Figure 3.4. The initial state is clearly shown with almost symmetric density and temperature profiles before the heating event. The influx of energy approximately triples the temperature of the loop near to its first footpoint and significantly heats the nearby chromosphere, triggering an evaporation of material. The hot material flows into the loop, causing an increase in density and temperature as it travels to the other end. The flow rebounds and travels back along the loop, most clearly seen by the velocity, but with much less energy, having imparted much of it to the chromosphere at the second footpoint during the rebound.

After 240 simulations we found that a loop heated to a peak of $5.8 \times 10^5$ K from an initial temperature at the apex of $4 \times 10^5$ K (Figure 3.5) had emission lines that matched the ordering of the spectral filters observed (Figure 3.2). For example, the 304 Å filter peaks first, followed by the three others peaking shortly after each other, and the positioning of the peaks relative to each other is approximately consistent with the observations. The loop was taken to be 10.2 Mm long, including 1 Mm of chromosphere at each end, to match the observed 60-second delay between peak intensities, which was found to decrease with shorter lengths and increase with longer lengths. For example, a previous loop with a length of 9 Mm had a delay of 50 s between the peaks.

With the loop length and peak separation known, it is possible to derive the propagation speed of the heating pulse from the intensity plot. Using the distance in loop coordinates between parts of the summed loop sections at each footpoint, the outer
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Figure 3.4: Simulated hydrodynamic parameters of the dynamically heated loop used in the final result. All plots are in a field of the loop coordinate (Mm) against time (s), with (a) showing temperature (K), (b) showing velocity (cm s$^{-1}$), with red indicating positive velocity in the increasing loop coordinate direction, and (c) showing base 10 logarithmic density (cm$^{-3}$).
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Figure 3.5: Forward-modelled intensity for the impulsively heated loop showing the first footpoint (a) and the second footpoint (b). The heating event lasted for 50 s and had a maximum heating rate of 0.08 erg cm$^{-3}$ s$^{-1}$. It had a scale length of $1 \times 10^5$ m and was injected 1 Mm into the loop, at the top of the chromosphere.
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edges, the centres, and the inner edges, a distance-over-time calculation is possible. We took the average of the three values, with the edges being the upper and lower error bounds. This yielded a propagation speed of $100 \pm 37$ km s$^{-1}$. By combining the known 60-second delay between the brightenings with simple geometry and the observed image (Figure 3.1), it is possible to obtain an approximate propagation speed of $102 \pm 15$ km s$^{-1}$. This is done by calculating the length of a semi-circle connecting the centre pixels of the red boxes, and the length of one connecting the two outermost pixels. These two lengths give us our upper and lower bounds, with the average yielding the stated value. The approximate observed propagation speed agrees well with the simulated value. We found that higher temperatures resulted in higher propagation speeds and that greater heating rates increased the maximum velocity in the loop.

Loops with a higher initial apex temperature, and therefore density, resulted in an intensity that was seen to drop during the pulse for some AIA channels. However, where the initial temperature was too low, the 304 Å line dominated the profiles for all of the heating pulses we studied. Higher temperatures in general yielded intensities that were orders of magnitude greater than those observed and had more jagged lines. Where the initial temperature was low enough to allow for pulses to cause increases in intensity, the pulses with higher heating rates tended to favour the 171 Å filter. It deviated significantly from the other three filters and made a second peak more pronounced. For comparison we include Figure 3.7, where the parameters are identical to those of Figure 3.5, except for a ten times increase in footpoint density that yields an initial apex temperature of $8.7 \times 10^5$ K. The higher temperature results in initial intensities almost two orders of magnitude above the observed values.

The intensity of the first footpoint tended to be increasingly favoured over the second in the case of high pulse scale lengths, in contrast to the observations where the second footpoint has greater intensity. This effect at the first footpoint is because higher scale lengths lead to a greater column depth of material being at a
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Figure 3.6: Forward-modelled intensity for the dynamically heated loop (Figure 3.5) plus background addition, showing the first footpoint (a) and the second footpoint (b). The heating event lasted for 50 s and had a maximum heating rate of 0.08 erg cm$^{-3}$ s$^{-1}$. It had a scale length of $1 \times 10^5$ m and was injected 1 Mm into the loop, at the top of the chromosphere.
Figure 3.7: Forward-modelled intensity for an impulsively heated loop showing the first footpoint (a) and the second footpoint (b). The parameters are identical to those of the final impulsively heated loop (Figure 3.5) except for a ten times increase in footpoint density. The heating event lasted for 50 s and had a maximum heating rate of $0.08 \text{ erg cm}^{-3} \text{ s}^{-1}$. It had a scale length of $1 \times 10^5 \text{ m}$ and was injected 1 Mm into the loop, at the top of the chromosphere.
higher temperature, so the intensity increases commensurately. The scale length was subsequently set at $1 \times 10^5$ m which yielded footpoints with more comparable intensities.

The success in reproducing the appearance of the line profiles with this pulse leads us to believe there were other contributions from the Sun, which were not taken into account by our model. These probably caused the second footpoint to have greater intensity in the observations. This position is supported by the fluctuations seen in the observations before the pulse begins. They suggest another source, independent from the heating event, of temperature variance or intensity. Another possibility is that the loop may not be symmetrical about the apex, which could lead to different density stratifications for the two ends, which in turn may lead to a higher intensity for the second footpoint.

Originally, the loops had peak intensities several times greater than the observed values. An effort was made to reduce these because the overall shape of the line profiles agreed well. By reducing the width of the loops in the forward model to 2 Mm, the intensities across the loops were reduced by a proportional amount to be more reasonable (Figure 3.5). However, this also reduced the initial intensities before the pulse, which were below target to begin with. To mitigate this, we attributed the initial intensity from the observations to unresolved background emission and added an appropriate number to all points in each channel to make the first points comparable to their observed counterparts. This reduced the peaks and improved the initial intensities (Figure 3.6).

The equation (2.7) governing the heating pulse was integrated in time and space along the loop to determine the total amount of energy deposited by the event. The integral took the form of

$$E_p = E_0 \int_0^L e^{-\frac{(s-s_0)^2}{2(s^2)}} ds \left\{ \int_{t_0}^{t_1} \frac{(t-t_0)}{(t_1-t_0)} dt + \int_{t_1}^{t_2} dt + \int_{t_2}^{t_3} \left[ 1 - \frac{(t-t_2)}{(t_3-t_2)} \right] dt \right\}$$

(3.1)

where $E_p$ denotes the total heating energy per unit area due to the pulse, $E_0$ the
impulsive heating rate, $L$ the length of the loop, $s$ the position along the loop, $s_0$ the heating location, $s_H$ the heating scale length, $t$ the time, $t_0$ the time the heating rise phase begins, $t_1$ the time the heating rise phase ends, $t_2$ the time the heating decay phase begins, and $t_3$ the time the heating decay phase ends. This was solved by using a standard definite integral

$$\int_0^u e^{-x^2} dx = \frac{\sqrt{\pi}}{2} \text{erf}(u)$$

where erf is the error function. The calculation, using our circular cross-sectional area of $3.14 \times 10^{16}$ cm$^2$, yielded a total heating energy of $1.89 \times 10^{24}$ erg, which is consistent with the energy of a nanoflare (Parker, 1988).

In an effort to improve on this result, we tried to recreate the observations with an injection of cold plasma instead of with a heating pulse. For this the forcing term from the momentum equation (2.2) that had not existed up until this point took the following form:

$$F = A \rho \sin \left( \frac{t - t_0}{t_d} \pi \right) \cos \left( \frac{s - s_0}{2s_H} \pi \right)$$

where $A$ is the acceleration of the plasma, $t_0$ the injection start time, $t_d$ the duration, $s_0$ the location, and $s_H$ is the scale length. The best results were achieved where the physical parameters were the same as used for the most accurate impulsively heated loop.

The physical evolution of the loop is shown in Figure 3.8, with an initial state identical to that of Figure 3.4. The cold plasma is shown by the temperature plot to extend the black chromosphere up into the loop. The density plot for the same region indicates a peak of high density moving with the footpoint until the plasma injection ceases and it falls back as a result of gravity. While the bulk of the material was contained in this peak, there was also a much smaller pulse of density that traversed the loop similarly to the impulsive heating case. This caused the same effects as seen previously, with all three plots indicating a flow of material from the first footpoint.
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Figure 3.8: Simulated hydrodynamic parameters for the best loop from the cold plasma injection efforts. All plots are in a field of the loop coordinate (Mm) against time (s), with (a) showing temperature (K), (b) showing velocity (cm s$^{-1}$) with red indicating positive velocity in the increasing loop coordinate direction, and (c) showing base 10 logarithmic density (cm$^{-3}$).
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Figure 3.9: Forward-modelled intensity for the loop subjected to cold plasma injection plus background addition, showing the first footpoint (a) and the second footpoint (b). The plasma injection lasted for 60 s and had an acceleration of $6 \times 10^5$ cm s$^{-2}$. It had a scale length of $5 \times 10^5$ m and was injected 1 Mm into the loop, at the top of the chromosphere.
to the second footpoint and then back again. The second footpoint is fairly similar to the one shown in Figure 3.4. In this instance, the pulse duration was 60 s, the scale length was $5 \times 10^5$ m, and the acceleration was $6 \times 10^5$ cm s$^{-2}$.

The propagation speed was determined in the same manner as before from the intensity plot, yielding a value of $87 \pm 33$ km s$^{-1}$. While the error bounds overlap with those of the observed speed, it is less comparable than the value derived from the impulsive heating simulations.

The loop reached a peak temperature of $5.1 \times 10^5$ K and was found after 14 simulations to yield the most accurate intensity plot of the cold plasma injection simulations. It had the same initial problems as the impulsively heated loop, however, and was found to be improved by the addition of background values in the same manner (Figure 3.9).

3.6 Summary and Conclusions

We used hydrodynamic simulations and forward modelling to recreate the intensity profile of a loop event observed by AIA. The initial conditions assumed the fifteen most abundant solar elements to be in equilibrium, and the loop was kept stable by time-independent uniform heating. During the simulations the elements were considered as not in equilibrium, and a single heating pulse was injected at the first footpoint, later replaced with an injection of cold plasma. The output was fed into forward models to create synthetic intensity profiles that were compared to the observed ones.

The results depicted in Figure 3.6 approximately agree, but the shape and ordering of the profiles are notably affected by relatively small changes in the parameters. The addition of the background was necessary to create plots that better matched the observations. However, the observed intensity before and after the events fluctuated whereas we added a constant value to each channel, so the comparison is not perfect.

In Figure 3.9, which shows the cold plasma injection, the intensity of the second
footpoint is a much better match to the observations. However, the first footpoint is noticeably worse because the cold plasma moved the temperature gradient further along the loop, so we had to move the summed loop section along as well. This caused the channels to no longer peak in the correct time order, and they had lower intensities than seen for impulsive heating.

By comparing the propagation speeds of the two methods derived from their intensity plots, we find that the value of $100 \pm 37 \text{ km s}^{-1}$ from the impulsive heating simulations better matches the approximate observed value of $102 \pm 15 \text{ km s}^{-1}$ than the value of $87 \pm 33 \text{ km s}^{-1}$ from the cold plasma injection simulations. We conclude that the observations are better modelled by a heating pulse, similar to the findings of Reale et al. (2000), instead of an injection of cold plasma.

The resemblance between our simulated loop and the observed brightenings appears to confirm the initial suggestions by Innes and Teriaca (2013), who reported that they were studying a loop. The rebounding flow seen in Figure 3.4 could lend support to their theory that the second brightening is a downward and reverse jet. However, modelling the accompanying expanding ring of increased emission around the second footpoint that they observed was beyond the scope of our model here. It might be partially responsible for the greater peak intensity of the second footpoint seen in the observations.
Chapter 4

Physics of Outflows Near Solar Active Regions

Hinode/EIS observations have revealed outflows near active regions which remain unexplained. An outflow region observed by EIS that appears slightly redshifted at low temperatures and blueshifted at higher temperatures is presented. We conduct simulations with different spatial and temporal distributions of heating. We use the simulated output to create synthetic line profiles in order to replicate the observed line profiles of an apparent open structure. The results of the forward modelling support a scenario whereby long loops consisting of multiple strands undergo a cyclical process of pulse footpoint heating and cooling on timescales of approximately 80 minutes.

4.1 Introduction

The EIS instrument (Section 2.3.1) has given us spectacular spectral images of various phenomena since its launch. Of particular interest are outflow regions that may help to explain some of the Sun’s remaining mysteries. Such outflow regions are usually located at the periphery of many solar active regions. Large amounts of material leaving the Sun is always of interest in terms of the coronal heating problem, and in terms of the origins of the solar wind.
4.1. INTRODUCTION

Figure 4.1: Intensity of the Fe VIII, and Fe XII emission lines for the observed area; the outflow region is visible flowing towards the upper left part of the images. The black arrows indicate the approximate locations of the pixels used for the line profiles of Figure 4.2. In order from left to right they correspond to the dashed line, the dotted line, and the solid line respectively (as drawn in Figure 4.2).

It has been established that transition region emission lines display net Doppler shifts or slight redshifts (Doyle et al., 2002), which are often observed together with blueshifted higher-temperature lines. This has been reported in a number of situations: for example, Warren et al. (2011) found redshifted cold loops adjacent to a high-temperature blueshifted outflow region.

In the following work we investigate a particular outflow region that has been noted in several other papers (e.g. McIntosh and De Pontieu, 2009; Warren et al., 2011). We approximate what appears to be an open structure as a long loop and perform hydrodynamic simulations to replicate the observed emission line profiles, allowing us to suggest physical parameters such as temperature and density. We create synthetic line profiles and compare them to the observed profiles to determine the accuracy of our simulations and to establish the physical nature of the outflows.
4.2 Observations

For this study, we concentrated on an active region visible on 20 February 2007. Hinode/EIS observations of the active region were carried out using the 1″ wide slit in raster mode. In the following analysis, we select the Fe\textsubscript{viii} 185.21 Å, Fe\textsubscript{x} 184.54 Å, and Fe\textsubscript{xii} 195.12 Å spectral lines with formation temperatures of log $T \approx$ 5.6, 6.0, and 6.2.

EIS level 0 data files are processed with the eis\_prep software, using the default options. The eis\_wave\_corr procedure and the level 1 data are used to calculate the wavelength corrections for each spectral line. We fit a single Gaussian profile to each line spectrum, using the eis\_auto\_fit software. The reference wavelength of each line profile has been updated to match the rest wavelength found in a laboratory, and is taken from Warren et al. (2011). EIS Doppler velocities need calibrating against a reference wavelength, where the quiet Sun velocity averages to zero. For this work the Fe\textsubscript{viii} 185.21 Å line is chosen as a reference. The other lines are calculated relative to the final wavelength of this line.

The intensity maps in Figure 4.1 show fan-like structures at the top left corners of the images that become bright mainly in the low-temperature line of Fe\textsubscript{viii} 185.21 Å. The connectivity of the fan-like structures is unclear in the small field of view of EIS. These are either long loops or open structures that extend into the solar wind.

We selected three pixels from the outflow region as shown in Figure 4.1 and plotted their line profiles, interpolating between the available data points to complete the curves (Figure 4.2). Although the three sets of line profiles are not identical, they have similar intensity despite being taken from different spatial locations. This was also true for other pixels in the region which are not shown. The Doppler shifts for the pixels show slight redshifts for Fe\textsubscript{viii}, barring the dotted centre one, which is slightly blue, and blueshifts for Fe\textsubscript{x} and Fe\textsubscript{xii}.

With Warren et al. (2011) suggesting that the region is a combination of outflows and fan loops, we produced a series of scatter plots of intensity (Figure 4.3). If the region contained only fan loops a linear correlation would be expected, as seen in
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Figure 4.2: Observed line profiles for three pixels chosen from the outflow region seen in Figure 4.1. The different line styles distinguish the different pixels and the symbols indicate the corresponding observed data points; the gaps are filled via interpolation. The top profile is for the 185 Å Fe\textsc{viii} \((4 \times 10^5 \text{ K})\) emission line, the middle profile is for the 184 Å Fe\textsc{x} \((1 \times 10^6 \text{ K})\) line, and the bottom profile is for the 195 Å Fe\textsc{xii} \((1.3 \times 10^6 \text{ K})\) line. This ordering of lines is consistent throughout the chapter.
4.3. Modelling

We approximated the observed structure as a long loop and modelled it using the 1D hydrodynamics and radiation code HYDRAD (Section 2.5). The simulations were carried out taking into account the 15 most abundant elements in the solar atmosphere; to begin with they were considered to be in equilibrium for calculating the initial state and then not in equilibrium for the ensuing simulations. This ability of the code combined with its adaptive grid allows us to get an accurate picture of how all of the ions are affected throughout the simulations.

Figure 4.3: Going from left to right, intensity scatter plots of Fe VIII versus Fe X, Fe VIII versus Fe XII, and Fe X versus Fe XII. With an intensity map in Fe VIII whose black dashed box indicates the points used.

the first plot. However the third plot shows two distinct groups, interpreted as being a result of the postulated fan loops and outflows.
The loop was taken to be 100 Mm long, from a visual estimate, including 2 Mm of chromosphere at each end. These footpoints of the loop were held at a constant temperature of $2 \times 10^4$ K, and their density varied to find the best value. The initial apex temperature of the loop was determined by the code from the footpoint density, so it varied accordingly. The initial state of the loop is found by uniform time-independent background heating that persists throughout the simulation to prevent it from cooling to collapse.

With this loop we then attempted to recreate the observed line profiles by injecting a single time-dependent heating pulse into the top of the chromosphere at the first footpoint. The parameters of the pulse were varied over a number of simulations, but its temporal evolution always took the form of a linear increase from zero to maximum heating, a plateau, and then a linear decrease back to zero.

The simulations began immediately with the injection of the pulse and continued until the loop had settled back almost to its initial state. The physical and ion data were then forward-modelled using a separate part of the code in order to synthesize the line profiles of interest in the same way as described by Taroyan et al. (2006).

The profiles correspond to the emission of the loop from 18.7 to 20.0 Mm, which corresponds to the 1″ slit of EIS when transformed out of the semi-circular loop coordinate frame. We construct the profiles for a single loop, 10 superimposed threads, and 100 superimposed threads. In the latter two cases there is a random time lag between each two, otherwise identical, neighbouring threads as in the modelling of Taroyan and Bradshaw (2014). The line profiles, superimposed or not, are then fitted with a single Gaussian to determine their Doppler shifts for comparison to the observed values.

4.4 Results and Discussion

It was found that the observations were reproduced most accurately by a loop with an initial density of $7 \times 10^9$ cm$^{-3}$ which had a corresponding apex temperature of approximately $7 \times 10^5$ K. The pulse consisted of a volumetric heating rate of
6 \times 10^{-3} \text{ erg cm}^{-3} \text{ s}^{-1}, \text{ a scale height of } 2 \text{ Mm, and a total duration of } 500 \text{ s. This was broken into } 200 \text{ s for the linear increase, } 100 \text{ s for the plateau, and } 200 \text{ s for the linear decrease. The loop reached a maximum temperature of } 1.1 \times 10^6 \text{ K as it was heated. It was found that heating to the same peak temperature but with a lower heating rate over a longer period of time resulted in lower blueshifts.}

The physical properties of the simulated loop are shown in Figure 4.4. The effects of the heating injection are reflected by all three plots, including multiple rebounds at the footpoints as the loop undergoes a single cycle of heating and cooling to initial low temperatures. We may be able to obtain a better fit in future with a dedicated open-structure model.

First, we inspect the single-thread case (Figure 4.5): we find bad agreement with the observations; none of the three profiles are persistently Doppler shifted one way or the other; and where they are shifted, the values exceed those observed. Also, the profile peaks are not consistent with the observations. The superposition of 10 threads across the line of sight as shown in Figure 4.6 is a clear improvement, with some periods of time being fairly comparable to the observations; however there is still no consistency in shifts amongst the emission lines. The 100-thread case (Figure 4.7) yields further improvements, with the emission lines being fairly consistent with each other over time, and their peak heights are comparable to those observed. Each thread evolves identically, i.e. a heating pulse is followed by cooling. The corresponding line profile is constructed for the superposition of the threads along the line of sight. The heating pulse along each thread is randomly offset within the 80 minute time interval.

The Gaussian fitting in the 100-thread case, taken forward as the most accurate representation of the observations, revealed Doppler shifts of approximately 0, -10, and -25 \text{ km s}^{-1} for the Fe \text{ VIII}, the Fe \text{ X}, and the Fe \text{ XII} emission lines respectively. These values are fairly consistent with the observations considering the \pm 5 \text{ km s}^{-1} instrument error (Culhane et al., 2007).

Following this we investigated other methods of heating the loops to see if the ob-
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Figure 4.4: Physical properties of the simulated monolithic loop structure using single pulse footpoint heating. The plots show the evolution of the temperature (K, top), velocity (cm s$^{-1}$, middle), and base 10 logarithmic density (cm$^{-3}$, bottom) in time and loop coordinate.
Figure 4.5: Synthetic line profiles, from a 5000 s simulation using single pulse foot-point heating, for a loop consisting of 1 strand. There is a 50 s interval between each plotted line.
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Figure 4.6: Synthetic line profiles, from a 5000 s simulation using single pulse foot-point heating, for a loop consisting of 10 strands. There is a 50 s interval between each plotted line.
Figure 4.7: Synthetic line profiles, from a 5000 s simulation using single pulse foot-point heating, for a loop consisting of 100 strands. There is a 50 s interval between each plotted line.
served redshift of $\text{Fe}^{\text{VIII}}$ could be reproduced. Initially we disabled the background time-independent heating to emphasize the cooling behaviour and generated random pulses to replace the single pulse. The random properties of the heating events were determined using the code of Taroyan et al. (2011). However we removed the bounds on the volumetric heating rate and changed the volumetric heating rate calculations to factor in the energy equation (2.7) used in HYDRAD with a temporal profile of a linear increase from zero heating to maximum heating for two-fifths of the event duration, a plateau for one-fifth, and a linear decrease back to zero for the remaining two-fifths. Within a series of bounds on certain parameters, namely the total heating energy, the heating duration, the event energy, the spatial location, and the simulation time, the events were randomly generated according to a power-law index. This random generation encompassed the energy of the event, the onset time of the heating, the duration of the heating, and the number of events.

We note that the initial settings are not sufficient to distinguish different sets of heating events as the random nature can yield different results with each generation. Therefore the corresponding runs were characterized with plots of event energy, duration, and location against event number (Figure 4.8).

After early trials we increased the total simulation time with the intent of providing enough time for the loop to cool to its initial state as required for cyclic heating and the expected redshift generation. We also found that some heating events were generated such that they finished beyond the simulation time, meaning that their expected energy contribution was being partially lost. Therefore we imposed an upper limit on the heating duration to minimize the phenomenon.

Eventually it was found that the best results were generated where the random distribution had one large event close to the footpoint of the loop, and lots of small other events. This is very similar to the heating setup used in the single pulse case which had a single heating pulse heating at the footpoint of the loops. To illustrate this we include two figures with different heating events but randomly generated from the same initial variables, such as the same upper bounds on total energy. Initially
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Figure 4.8: A set of plots characterizing an example random heating run. They show the base 10 logarithmic frequency of the heating event energies (top), the heating event energies and duration versus event number (middle), and the heating event energies and location versus event number (bottom).
Figure 4.9: Synthetic line profiles, from a 20000 s simulation using random heating, for a loop consisting of 100 strands. There is a 50 s interval between each plotted line.
looking at Figure 4.9 where the heating events are randomly distributed between the footpoints we find bad agreement with the observations for the intensity of Fe X and Fe XII, though the Doppler shifts of 1.2, -6.7, and -16.5 km s$^{-1}$ are promising. In contrast Figure 4.10 has the heating pulse with the most energy near the footpoint, resulting in a raised Fe X more in line with the observations, while the other two lines are very similar. The corresponding Doppler shifts were 1, -9.5, and -15 km s$^{-1}$ for Fe VIII, Fe X, and Fe XII respectively which too are similar. We note that each Figure was generated from different sections of the loop, the amount still corresponds to the instrument as above in the single pulse footpoint heating case but the section providing the best agreement was used in each case.

While the majority of the random heating runs did yield minor redshifts for Fe VIII the other parameters were not as good as in the single pulse case. Consequently with the unreliability of the randomness, and the trend towards a large event being the most important, the simulations were reverted to a single defined pulse model. However we began applying the heating pulse at the apex of the loop rather than at the footpoint.

Starting with a loop that had an apex temperature of approximately $1 \times 10^5$ K simulations were ran in an attempt to heat it to $1 \times 10^6$ K, briefly enough to give the two high temperature lines enough intensity without them dominating the result, and then cool back down to its initial temperature. However the loop did not respond favourably to such a temperature change, in that it required a relatively large pulse of energy to heat it to $1 \times 10^6$ K and such pulses resulted in the apex being proportionally heated more than the rest of the loop during most of the heating rise phase (Figure 4.11). Therefore the initial temperature was doubled to an approximate apex temperature of $2 \times 10^5$ K. This initial condition proved to respond better to the heating and was used for the rest of the apex heating simulations.

With the initial conditions set, forward modelling was undertaken on the following simulations. A non-zero, albeit small, redshift was noted after the first run.
Figure 4.10: Synthetic line profiles, from a 20000 s simulation using random heating where the largest pulse is near the footpoint, for a loop consisting of 100 strands. There is a 50 s interval between each plotted line.
A process of trial and error with the pulse parameters ensued in an attempt to reproduce the observed Doppler shift and intensity. This resulted in intensity profiles similar to those from the single pulse footpoint heating, but with a lower Fe $\text{X}$ relative intensity, a lower Fe $\text{XII}$ relative intensity and blueshift, and an improved Fe $\text{VIII}$ redshift. The best example from apex heating (Figure 4.12) is approximately 2.5, -10.2, and -3 km s$^{-1}$ for the Fe $\text{VIII}$, the Fe $\text{X}$, and the Fe $\text{XII}$ emission lines respectively.

Finally a fourth method of heating was used for comparison to the previous three. Using the same initial conditions, single pulse uniform heating was applied across the entire loop. This relatively short study, consisting of heating and then cooling back to the initial apex temperature, tended to produce results similar to the apex heating case but it yielded the biggest redshifts most consistently. However they tended to be around 2.5 km s$^{-1}$ which was still relatively small. The similarity can be seen in Figure 4.13 particularly for the Fe $\text{VIII}$ and Fe $\text{X}$ intensities, while the Fe $\text{XII}$ intensity is higher. The Doppler shifts displayed are 2.8, -9.8, and -1.9 km s$^{-1}$ for Fe $\text{VIII}$, Fe $\text{X}$, and Fe $\text{XII}$ respectively. That particular example is notable as a run where the heating rise phase was shorter than the heating decay phase with the aim of extending the cooling period where the redshifts were expected. However it was not pursued further due to the other parameters not matching, further study would be required to determine if a lengthened decay phase yields consistently higher redshifts.

### 4.5 Summary and Conclusions

We find that the observed structure can be approximated well by an impulsively heated multi-thread loop 100 Mm long, whereby the heating is applied as a single pulse to each loop at its footpoint. We determine the footpoint density to be $7 \times 10^9$ cm$^{-3}$. The superposition of multiple threads, each individually heated by a single pulse, results in the higher-temperature Fe $\text{X}$ and Fe $\text{XII}$ lines being persistently blueshifted throughout the simulation time, whereas the shifts corresponding
4.5. SUMMARY AND CONCLUSIONS

Figure 4.11: A plot of temperature (K) against loop coordinate (Mm) of a loop 300 s into a single pulse apex heating simulation where the apex was initially at approximately $1 \times 10^5$ K.

to the cooler Fe\textsc{viii} line tend towards zero for an increasing number of threads. The good agreement between the observed and simulated line profiles allows us to interpret the physical nature of the outflows and the relatively low intensities at higher temperatures. We conclude that there are at least 100 threads along the line of sight. Each thread undergoes an identical cyclical process of heating to about $1 \times 10^6$ K followed by a cooling to about $7 \times 10^5$ K on a timescale of approximately 80 minutes, whereby the pulses are randomly offset in time for each thread. While having each thread only heated once over the simulation time is a strong assumption, if we were to have instances of multiple heating in some threads and no heating in other threads our results would cease to match the observations.

In addition to the single pulse footpoint heating deemed to yield the greatest agreement with the observations, we explored single pulse apex heating, single pulse uniform heating, and random heating. The best agreement reached through single pulse apex heating, Figure 4.12, has lower Fe\textsc{x} intensity and lower Fe\textsc{xii} intensity and Doppler shift but a Fe\textsc{viii} redshift. Single pulse uniform heating yielded similar results, with Figure 4.13 being very comparable to Figure 4.12. Most comparable to the observations out of these additional methods was the random heating, but only when the largest heating pulse was applied near the footpoint as in the single pulse
Figure 4.12: Synthetic line profiles, from a 7850 s simulation using single pulse apex heating, for a loop consisting of 100 strands. There is a 50 s interval between each plotted line.
Figure 4.13: Synthetic line profiles, from a 8265 s simulation using single pulse uniform heating, for a loop consisting of 100 strands. There is a 50 s interval between each plotted line.
The case of single pulse footpoint heating yielded the line profiles that best matched the observations compared to the random heating, the single pulse apex heating, and the uniform loop heating. However the single pulse footpoint heating rarely displayed any Fe\text{VIII} redshifts in contrast to all three of the other methods yielding them consistently. This could be interpreted to mean that the observed Fe\text{VIII} redshift was down to instrument error or other similar factors due to the other attributes comparing favourably to the observations. Alternatively, we may be able to obtain a better fit in future with a dedicated open-structure model.
Chapter 5

Modelling of an Explosive Event

Observed by SUMER & TRACE

To fully understand coronal heating, we must first understand the different solar processes that move energy throughout the solar atmosphere. TRACE observations have revealed a short cold loop evolving over a small timescale, seemingly with multiple explosive events occurring along its length. An adaptive hydrodynamic radiation code was used to simulate the loop under non-equilibrium ionisation. Footpoint heating was considered as a possible scenario to reproduce the observations. The simulation results were converted into synthetic observations through forward modelling, for comparison to SOHO/SUMER spectral observations of the loop. The modelling reveals that a single pulse is sufficient to replicate the observed behaviour.

5.1 Introduction

While it is likely that a thorough understanding of all of the different solar phenomena is necessary to solve the coronal heating problem, loops are of particular interest due to their connective nature. They allow for energy to move from the solar interior up into the atmosphere, potentially being released through reconnection (Parker, 1988), shock heating, resonant absorption (Hollweg and Yang, 1988), wave turbulence, or phase mixing (Ofman and Aschwanden, 2002). A comprehensive re-
view of coronal loops is given by Reale (2014), while insight into their spatial scales is presented by Brooks et al. (2013).

First discovered by Brueckner and Bartoe (1983), explosive events are highly dynamic plasma motions defined by their signature non-Gaussian line profiles and short timescales. Innes et al. (1997) found that they can occur in bursts, with Ning et al. (2004) noting a recurrence rate often around 3–5 minutes long and that their profiles can return almost to their quiet Sun shape between events. Doyle et al. (2006b) showed how explosive events can occur as a series of bursts of energy. More recently Huang et al. (2014) found, on a subarcsecond scale, an explosive event associated with continuous plasma ejections and retractions. Doyle et al. (2005a) found that there may be two types of explosive events, their findings suggest that one type is formed in the low chromosphere and the other in the mid-to-high transition region.

The following work is made up of an investigation into a loop observed to be undergoing a transient event. The observations were carried out jointly by TRACE (Section 2.2) and SOHO/SUMER (Section 2.1). Detailed hydrodynamic loop simulations are carried out with the results being forward modelled into synthetic line profiles for comparison to the observations. This is carried out under non-equilibrium ionisation using the HYDRAD code (Section 2.5).

5.2 Observations

The following work investigates an explosive event observed by SUMER on 2 June 1999 from 09:17:11 to 09:39:52 UT. The observations were carried out using slit 8 (0.3′′ × 120′′) in raster mode with an exposure time of 25 s. The event was also observed by TRACE with a cadence of 10 s.

The SUMER line profiles for N v 1238 Å (~2 × 10^5 K) and O v 629 Å (~2.5 × 10^5 K) are shown in Figures 5.2 and 5.3 respectively. In the case of the N v they are indicative of an explosive event due to the non-Gaussian profiles and Doppler shifts (Madjarska et al., 2009). The O v profiles were attributed to the background radi-
Figure 5.1: TRACE 171 Å images at a cadence of 10 s showing the loop where the event was observed as a diagonal feature. The horizontal bright feature is seen to be intersecting the loop. A solid black vertical line indicates the position of the SUMER slit.
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Figure 5.2: Excerpt of the SUMER data showing the double Gaussian fitted $N\nu$ 1238 Å line profiles made up of 6 pixels (slit $Y = 240'' - 245''$) from the loop’s first footpoint. The topmost Doppler shifts correspond to the core components and the lower shifts the secondary components. The thin solid lines depict the core and secondary Gaussian fits, while the thick solid line represents the overall fit.

The $N\nu$ profiles shown in Figure 5.2 are taken from a lower part of the SUMER slit where the loop is not visible in the TRACE 171 Å image (Figure 5.1), this portion of the loop is termed the first footpoint going forward. Several SUMER pixels are chosen to make up the profiles as opposed to just one in order to minimise
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Figure 5.3: Excerpt of the SUMER data showing the single Gaussian fitted O\textsubscript{v} 629 Å line profiles made up of 6 pixels (slit Y = 240′′–245′′) from the loop’s first footpoint. The thin solid lines depict the Gaussian fit.

noise. These profiles are fitted with a double Gaussian because of the asymmetry, taking the form of a blue wing enhancement, evident in the middle row of the figure. Profiles taken from directly over a visible portion of the loop (Figure 5.5, Figure 5.6) were discarded due to the large, relatively horizontal, bright feature being beyond the scope of our modelling. This meant that only the footpoint region could be modelled because the straight slit could only intercept the loop in up to two places.

The presented N\textsubscript{v} profiles show an initial relatively low intensity small blueshift which undergoes a sudden increase of intensity before returning to its initial state over a period of 175 s. In contrast the corresponding O\textsubscript{v} profiles (Figure 5.3) show only insignificant fluctuations with central profiles, which combined with the response of the cooler N\textsubscript{v} line suggested low temperatures.
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Figure 5.4: The ionisation fraction of the \( \text{N} \text{v} \) and \( \text{O} \text{v} \) ions, created using CHIANTI.

Figure 5.5: Excerpt of the SUMER data showing the single Gaussian fitted \( \text{N} \text{v} 1238 \) Å line profiles made up of 4 pixels (slit \( Y = 250''-253'' \)) from the loop apex. The thin solid lines depict the Gaussian fit.
5.3 MODELLING

The NV emissivity table in the forward modelling part of HYDRAD (Section 2.5) was updated to include the 1238.823 Å line using CHIANTI (Dere et al., 1997; Del Zanna et al., 2015). The instrument response functions for the SUMER 629 Å and 1238 Å were set to range from 629.15–633.35 Å and 1238.45–1239.15 Å respectively, corresponding to the width of their response in CHIANTI. The responses themselves were set to 1 resulting in relative intensity comparisons, for example looking to see if a factor increase was replicated, rather than direct comparisons of the values. While there is an actual response value in reality, the constant approximation is valid because there will be almost no variation along the narrow range of the slit.

The loop inclination was assumed to be zero for simplicity, reducing the number of variables to investigate. Other variables were altered in a series of informed trial and error to deduce their likely values, using the results from one simulation to choose the inputs for the next.
5.4 RESULTS AND DISCUSSION

It is apparent from the observed TRACE imagery (Figure 5.1) that the overlaid SUMER slit does not align along the axis of the loop. To allow for meaningful comparison of the simulated loop to the observed, a section was taken from near the first footpoint of the simulated loop and used to generate synthetic line profiles. When viewing the semicircular loop from above, looking down at the apex, the section corresponds to one pixel of the SUMER slit. This is a potential source of error due to the footpoint itself not being visible in the TRACE images, therefore deciding how much of the loop likely falls within the slit can not be confirmed directly.

The lack of an observed O\textsuperscript{v} response (Figure 5.3) proved troublesome in determining the temperature regime because of the temperature changes caused by the heating pulses generally causing increases in intensity. To aid what was essentially a parameter search, a plot displaying the temperature, density, and intensity of the summed loop section was devised (Figure 5.7) to use instead of just synthetic line profiles due to the additional information provided.

The simulations were conducted with a cadence of 1 s whereas the observations had an exposure time of 25 s. The model results were grouped into blocks of 25 as far as possible, with the first block additionally containing the initial profile, and the last block sometimes containing less depending on the overall simulation time. These blocks were then simply averaged to produce data for proper comparison to the observations.

5.4 Results and Discussion

The observations were most closely matched when the loop was taken to be 30 Mm long, including two chromospheric footpoints of 2 Mm each, with an initial footpoint density of $1.6 \times 10^{10}$ cm$^{-3}$ yielding an apex temperature of $7 \times 10^5$ K supported by a uniform background heating rate of $1.1 \times 10^{-4}$ erg cm$^{-3}$ s$^{-1}$. This density was used for the majority of the simulations undertaken due to it yielding the lowest N\textsuperscript{v} and O\textsuperscript{v} initial intensities while still being able to withstand a relatively large
Figure 5.7: The density, temperature, and intensity (arbitrary units) of the loop section summed (4.65–6.00 Mm) to produce the final synthetic line profiles shown in Figure 5.11. The solid black line represents the O\textsubscript{v} intensity, the dotted black line the N\textsubscript{v} intensity, the red line the temperature (K), and the blue line the base 10 logarithmic density (cm\textsuperscript{-3}).
heating pulse instead of the chromospheric footpoints getting heated such that the loop touches the boundary. Starting with as little intensity as possible allows for the biggest jump in relative intensity during heating. This initial state was then subjected to a heating pulse with a maximum impulsive heating rate of $2 \text{ erg cm}^{-3} \text{s}^{-1}$ applied to the top of the chromosphere at the first footpoint. The time dependent heating pulse was applied for a total of 36 s made up of a 4 s linear increase, 2 s plateau, and a 30 s linear decrease.

Initially it was assumed that the loop would be relatively cold due to the low temperatures of the $\text{N v}$ and $\text{O v}$ lines. Using a footpoint density of $3 \times 10^8 \text{ cm}^{-3}$, which yielded an apex temperature of $1.1 \times 10^5 \text{ K}$, three simulations were conducted which varied only in volumetric heating rate of the time dependent pulse. The logic was that the pulse would raise the temperature of the loop, prompting a rise and fall in the $\text{N v}$ response whilst not heating up enough to be noticeable in the $\text{O v}$ response. The synthetic $\text{N v}$ profiles were initially very promising, depicting a rise and fall in intensity with an almost constant blueshift. However the $\text{O v}$ intensity was greater than that of $\text{N v}$, for example in one instance the $\text{O v}$ peak was 3 times more intense and this was inconsistent with the observations.

From here the loop length was revised up from 20 Mm to its final 30 Mm and a reference simulation was devised. For this run the initial footpoint density was ramped up such that the apex temperature was $2.9 \times 10^6 \text{ K}$. Both the background heating and the heating pulse were disabled and the loop was just left to cool for a long time. This resulted in some insight into how the two diagnostic lines were reacting to the loop temperature. It was decided that an apex temperature of $7 \times 10^5 \text{ K}$ (footpoint density $1.6 \times 10^{10} \text{ cm}^{-3}$) should be used going forward because the $\text{N v}$ was shown to be above the $\text{O v}$ intensity around that temperature similar to the observations. The loop apex of this simulation is represented by Figure 5.8, notable is that though $\text{O v}$ fell to zero it was not noticed at this point and therefore it was not a factor in the choice of parameters for the ensuing simulations.

Due to how quickly the intensity changed in the observations, attempts were
Figure 5.8: The density, temperature, and intensity (arbitrary units) of a loop section summed (14.68–15.40 Mm) at the apex of the loop. The dotted black line represents the N\text{v} intensity, the red line the temperature (K), and the blue line the base 10 logarithmic density (cm\(^{-3}\)). It is not possible to see the O\text{v} solid black line, however its intensity begins at approximately \(1 \times 10^8\) and generally falls with time before becoming zero for the remainder at approximately 1200 s.
made to create shock heating in the loop. For this the original 60 s heating pulse duration was shortened to 10 s and the heating rate increased. In the runs up to and including a peak temperature of $1.5 \times 10^6$ K, O\textsc{v} dominated N\textsc{v} in maximum intensity and had a higher intensity for a majority of the simulation time (Figure 5.9). However in the run a step higher in volumetric heating rate, where the loop reached a peak temperature of $2 \times 10^6$ K, O\textsc{v} was seen to plummet to zero during the initial spike in temperature and density after a brief minor increase in intensity (Figure 5.10). Despite the subsequent rapid fall in the temperature and density the O\textsc{v} line remained at zero throughout the rest of the simulation time.

The N\textsc{v} line on the other hand initially had a minor decrease in intensity before undergoing an appealing rise and fall. This promising behaviour seen in a simple intensity against time plot did not carry over to the synthetic line profiles due to the summations used to match the observations exposure time, however it was the first time that N\textsc{v} consistently beat O\textsc{v} in intensity.

To further investigate the effects of temperature and density on the intensity of the two diagnostic lines a set of 10 simulations were devised. Here the initial footpoint densities were set such that the apex temperatures ranged from $1 \times 10^5$–$1 \times 10^6$ K in steps of $1 \times 10^5$ K. A relatively moderate (0.2 erg cm$^{-3}$ s$^{-1}$) heating pulse was used for the highest temperature loop, and then scaled down for the cooler ones proportionally to their background heating rates. It was found that both lines peaked in intensity in the same temperature regime of approximately $3.2 \times 10^5$ K, with O\textsc{v} eclipsing N\textsc{v} by an order of magnitude. From this peak the intensities decreased for both lines in each temperature direction. However at an unknown point the intensity of N\textsc{v} started recovering while O\textsc{v} continued decreasing. This culminated in N\textsc{v} reaching approximately 60\% of its lower temperature peak intensity, approximately two orders of magnitude higher than O\textsc{v}.

This cemented the choice of $1.6 \times 10^{10}$ cm$^{-3}$ for initial footpoint density because it provided the lowest initial intensity for N\textsc{v} and resulted in N\textsc{v} being more intense than O\textsc{v} during the heating. Here focus shifted to the variables of the heating pulse
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Figure 5.9: The density, temperature, and intensity (arbitrary units) of a summed loop section (4.65–6.00 Mm). The solid black line represents the O\textsc{v} intensity, the dotted black line the N\textsc{v} intensity, the red line the temperature (K), and the blue line the base 10 logarithmic density (cm$^{-3}$). The simulation parameters are identical to those of Figure 5.7 except for a 20 times decrease in volumetric heating rate and a shorter heating duration of 10 s.
Figure 5.10: The density, temperature, and intensity (arbitrary units) of a summed loop section (4.65–6.00 Mm). The solid black line represents the O\textsubscript{v} intensity, the dotted black line the N\textsubscript{v} intensity, the red line the temperature (K), and the blue line the base 10 logarithmic density (cm\textsuperscript{-3}). The simulation parameters are identical to those of Figure 5.9 except for a 20 times increase in volumetric heating rate.
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Figure 5.11: Forward-modelled N\textsc{v} line profiles corresponding to Figure 5.7. The top right number is the time in seconds, the velocity is the Gaussian fitted Doppler shift, and the F number is the ratio of the peak of the profile to its corresponding O\textsc{v} peak.

to see if the earlier result with these loop settings could be improved.

In looking at the scale height it was found that it could only be increased by so much before requiring an increase in the duration of the heating pulse in order to keep the O\textsc{v} intensity down. In loops that were heated to temperatures in the same range, meaning $1.7 \times 10^6 - 1.89 \times 10^6$ K, with a heating pulse scale height of 1 Mm the rapid 10 s pulses failed to floor the O\textsc{v} intensity whereas the longer 30 s and 60 s pulses both caused it to drop to zero as before. However at scale heights of 0.5 Mm and below the 10 s pulses were able to achieve the same behaviour, though the turning point is likely to be a bit higher as this was not narrowed down but could be in a future study.

The N\textsc{v} observations at the loop apex (Figure 5.5) show a rise and fall in intensity on the same timescale as at the footpoint (Figure 5.2) but approximately 50 s later and with a peak almost 6 times higher. In contrast however, the O\textsc{v} profiles at the apex also show a rise and fall in intensity while only background is registered at the
footpoint.

5.5 Summary and Conclusions

It was found, through non-equilibrium hydrodynamic modelling, that the observed loop can be approximated well by a 30 Mm loop. The loop includes two chromospheric footpoints of 2 Mm each with an initial footpoint density of \(1.6 \times 10^{10} \text{ cm}^{-3}\) which corresponds to an initial loop apex temperature of \(7 \times 10^5 \text{ K}\). Therefore forward modelling allows us to infer the initial temperature as other temperatures yield profiles inconsistent with the observed line profiles. Recreating the observed flow was achieved by applying a time dependent heating pulse to the top of the chromosphere at the first footpoint. This pulse had a maximum volumetric heating rate of \(2 \text{ erg cm}^{-3} \text{ s}^{-1}\) and was applied for a total 36 s in the form of a 4 s linear increase, 2 s plateau, and a 30 s linear decrease.

We find that the \(\text{O} \, \text{v} \) observations consist entirely of background intensity because of the zeroed response in the synthetic profiles. We note that this is not a computational issue as it has been seen to fall to zero and then rise again later on as loop conditions change. For example Figure 5.12 is the same simulation as Figure 5.10 but it shows the data from a different section of the loop, summed closer to the footpoint. In the figure the \(\text{O} \, \text{v} \) intensity undergoes a very brief initial increase before falling to zero, but it later recovers and peaks before substantially falling again but remaining above zero.

With regards to the \(\text{N} \, \text{v} \) observations we find agreement in principle in that we have a rise in intensity and then a fall back to a little bit below the initial intensity (Figure 5.11). However the timing is not in agreement as we have three frames of rise before the peak intensity compared to the observed one. We felt that it could be improved with further simulations. While the observations display a constant blueshift throughout the time period, our initially blueshifted loop becomes redshifted due to the return flow of material as the intensity falls. We postulate that this is due to the background contributing more to the observed Doppler shift than
Figure 5.12: The density, temperature, and intensity (arbitrary units) of a summed loop section (3.30–5.00 Mm). The solid black line represents the O\textsc{v} intensity, the dotted black line the N\textsc{v} intensity, the red line the temperature (K), and the blue line the base 10 logarithmic density (cm$^{-3}$). The simulation parameters are identical to those of Figure 5.10.
Figure 5.13: The density, temperature, and intensity (arbitrary units) of a loop section summed (14.78–15.5 Mm) at the apex of the loop. The solid black line represents the O\textsuperscript{V} intensity, the dotted black line the N\textsuperscript{V} intensity, the red line the temperature (K), and the blue line the base 10 logarithmic density (cm\textsuperscript{−3}).
the loop itself, resulting in the masking of the redshift.

The \textit{N v} observed line profiles display a relatively consistent initial state for the first four frames (Figure 5.2), the transient pulse for the next four, and then it returns to a state very similar to the initial four. However our results begin 75 s into the simulation where the heating pulse is already over but material is still flowing along the loop towards the opposite footpoint. This suggests that the mechanism of action for the observed event was not itself observed, or was possibly not a heating pulse.

The TRACE observations (Figure 5.1) suggest the involvement of multiple pulses along the loop due to the different brightenings shown simultaneously in different positions. However this is inconsistent with our findings, arrived at using a single heating pulse.

Contrary to the observations where the apex has an \textit{O v} response and the footpoint doesn’t, our simulations find the \textit{O v} response fell the closer we got to the apex (Figure 5.13) from the chromosphere once the heating had begun. We therefore conclude that the two events are not likely to be connected through the loop. A likely explanation for the high \textit{O v} intensity at the apex is the bright feature intersecting with the loop as seen in the TRACE observations (Figure 5.1).
Chapter 6

Summary & Conclusions

The body of work composing this thesis was undertaken with the coronal heating problem in mind. A full explanation for coronal heating requires us to understand the Sun as much as possible, particularly its mechanisms for generating, transporting, and dissipating energy. We combined observations with detailed non-equilibrium ionisation simulations to investigate three transient events that have occurred within the solar atmosphere. The simulations allowed us to create synthetic observations for comparison to the actual observations such that we could suggest properties for the observed events such as temperatures, the energy involved, Doppler shifts, and others.

The first body of research (Chapter 3) reproduced AIA observations reported by Innes and Teriaca (2013) interpreted as a flow along a loop. Our simulations were able to create synthetic light curves to match the observations. While injecting cold plasma into the loop’s first footpoint was attempted, we found the best match when a single heating pulse was applied at the first footpoint of a 10.2 Mm long loop. This caused chromospheric material to flow up and along the loop before rebounding at the opposite footpoint and returning. As this work used absolute intensity, which is affected by the loop’s cross-sectional area, we were able to calculate the heating pulse to be consistent with the energy of a nanoflare.

The investigation of an active region in Chapter 4 took observations from EIS across a range of three spectral lines of different temperatures. We created synthetic
6.1. FUTURE WORK

line profiles to model the relative intensity of the three spectral lines and their Doppler shifts using single pulse footpoint heating, single pulse apex heating, single pulse uniform heating, and random heating. We found that the observed structure was best modelled by a multi-threaded loop 100 Mm long containing at least 100 threads along the line of sight, each undergoing a cyclical process of heating and cooling within a time interval of 80 minutes.

Centred around an explosive event observed by SUMER and TRACE, Chapter 5 created synthetic line profiles to match the SUMER observations. We found that the observations were best approximated by a 30 Mm loop with a single heating pulse applied at the top of its first footpoint. Differences between our results and the observations allowed us to infer that the O\textsubscript{v} observations consisted entirely of background intensity at the footpoint. A rise and fall in the intensity of N\textsubscript{v} at the footpoint was reproduced, however the N\textsubscript{v} observations at the footpoint were postulated to have the background contributing significantly to the Doppler shift, and the O\textsubscript{v} intensity at the apex was likely due to the bright intersecting feature seen in the TRACE observations (Figure 5.1). This work highlights the need to use multiple observations, for example spectral and imaging, where possible to allow for the most accurate interpretation of what is seen, and to be exceedingly careful of contributions from both the background and other phenomena in addition to that of your target.

6.1 Future Work

The techniques learned through carrying out this research could be applied to the modelling of other loop observations in a shorter amount of time. It would be interesting to see if more complicated scenarios could be replicated, for example in Chapter 5 the observed loop was intersected twice by the SUMER slit however the relatively horizontal feature seen in the TRACE observations (Figure 5.1) is believed to contaminate the data from the higher intersection. The modelling of both structures separately and then combining the forward modelled intensity could
be investigated if the contaminating feature could be modelled as a loop.

Looking back at Chapter 4 where the observations were not clear as to whether or not the structure was a loop or an open structure, comparisons of our results from loop simulations versus open structure simulations would be interesting. An open structure model (Mueller, 2015) was briefly investigated but not pursued due to time constraints.

With the HYDRAD code having been used for all of the research in this thesis, a natural progression would be the development of tools to accompany it. While a robust tool with a simple to use interface, a way to automate a parameter search for example would have been of great value time wise. Additionally, a significant portion of time was spent on the creation of analysis procedures in IDL (Interactive Data Language) which if made more general and user friendly could be a useful accompaniment. Such work may not create direct science output itself, but increasing the efficiency of users could result in studies taking less time paving the way for more.
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