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Abstract—Fuzzy rule interpolation (FRI) enables sparse fuzzy rule-based systems to derive an interpolated conclusion using neighbouring rules, when presented with an observation that matches none of the given rules. The efficacy of FRI has been further empowered by the recent development of weighted FRI techniques, particularly the one that introduces attribute weights of rule antecedents from the given rule base, removing the conventional assumption of antecedent attributes having equal weighting or significance. However, such work was carried out within the specific transformation-based FRI mechanism. This short paper reports the results of generalising it through enhancing two alternative representative FRI methods. The resultant weighted FRI algorithms facilitate the individual attribute weights to be integrated throughout the corresponding procedures of the conventional unweighted methods. With systematical comparative evaluations over benchmark classification problems, it is empirically demonstrated that these algorithms work effectively and efficiently using just two nearest neighbouring rules.

Index Terms—Fuzzy interpolative reasoning, weighted rule interpolation, attribute weights, nearest neighbouring rules.

I. INTRODUCTION

Fuzzy rule interpolation (FRI) plays a powerful role in performing inference within sparse rule-based reasoning systems [1]. It facilitates the derivation of an approximate consequence for an observation which has no matching rules, by the use of its neighbouring rules. Whilst the FRI literature has seen many methods (e.g., [2]–[4]) being proposed, most of which share a common assumption that the rule antecedents are of equal significance while performing rule interpolation. A recent focus of developing FRI techniques is to relax this assumption, by introducing weights to the individual antecedent attributes, such as [5], [6]. Nevertheless, these weighted FRI approaches require additional information for calculating the weights other than that contained within the sparse rule base. Besides, the resultant weights are not systematically integrated within the internal structure of the underlying FRI algorithm.

Most recently, a weighted interpolative reasoning scheme has been reported [7], where the weights of individual antecedent attributes are learned from the given knowledge (i.e., the sparse rule base) in support of attribute ranking. Such weights are explicitly integrated with the procedures of the popular scale and move transformation-based FRI (T-FRI) [3]. This has led to an outstanding performance in tackling classification problems, as empirically shown. In particular, an important finding is that only two (i.e., the minimal number of) neighbouring rules are required for the weighted T-FRI to perform, significantly reducing the computational overheads caused by otherwise running rule interpolation with more rules.

Given this exciting empirical outcome for weighted T-FRI, it is interesting to investigate whether the discovery that “least number of neighbouring rules does better” is common to other FRI methods if a similar weighting scheme is adopted. Fortunately, the weights learning mechanism as proposed in [7] is independent of the FRI process, which works by exploiting the sparse rule base only. Inspired by this observation, this short paper presents a further development that enhances two other commonly used FRI algorithms (namely, those first presented in [1] and [4]), by following the ideas of [7]. The resultant weighted FRI methods are systematically evaluated via addressing ten benchmark classification problems, in comparison with their corresponding unweighted originals. The improvement of classification accuracies is highlighted and more importantly, it is demonstrated that the best performance is achieved when the number of the nearest neighbouring rules required to perform the weighted FRI is indeed the smallest.

The rest of this paper is structured as follows. Section II reviews the relevant background, including the weighted T-FRI as proposed in [7] and the two selected representative FRI methods to be enhanced with the weighting approach. Section III presents the modification of those two FRI methods with the use of attribute weights. Section IV discusses the systematically compared experimental results. Section V draws the conclusion and gives an outline of further research.

II. BACKGROUND

For completeness, this section first shows the basic notations used throughout the paper, followed by a summary of the weighted T-FRI method as proposed in [7] and then, by an overview of the two representative FRI methods that will be extended with the inclusion of attribute weights.

A. Basic Notations

To support a consistent illustration of FRI, without losing generality, suppose that a (sparse) fuzzy rule base \( R = \{r^1, r^2, \ldots, r^N\} \), where multiple antecedent attributes are...
involved but not individually weighted initially, and an observation $o^*$ are represented in the following format:

$$r^i : \text{if } a_1 \text{ is } A^i_1 \text{ and } a_2 \text{ is } A^i_2 \text{ and } \cdots \text{ and } a_m \text{ is } A^i_m, \text{ then } z \text{ is } B^i$$

$$o^* : \text{if } a_1 \text{ is } A^*_1 \text{ and } a_2 \text{ is } A^*_2 \text{ and } \cdots \text{ and } a_m \text{ is } A^*_m,$$

where $a_j, j = 1, 2, \ldots, m$, are the rule antecedent attributes; $z$ is the consequent attribute; $A^i_j$ and $A^*_j$ denote the fuzzy set values taken by $a_j$ in the rule $r^i$ and $o^*$, respectively; and $B^i$ represents the fuzzy set value of the consequent attribute $z$ in $r^i$. For simplicity, triangular membership functions are employed for all FRI methods involved in this work, where the fuzzy sets are represented by their characteristic points (CPs). Namely, fuzzy values $A^i_j$, $A^*_j$, and the consequent $B^i$ to be computed ($i = 1, 2, \ldots, N, j = 1, 2, \ldots, m$) are expressed by $(a^*_j, a^*_2, a^*_3)$, $(a^*_1, a^*_2, a^*_3)$, $(b^*_1, b^*_2, b^*_3)$, and $(b^*_1, b^*_2, b^*_3)$, respectively, where the first and third CP stand for the two extreme points of the support with a membership value of 0 and the middle one stands for the normal point of the fuzzy set with a membership of 1.

B. Summary of Weighted T-FRI

In [7], T-FRI is extended with rules involving individual attribute weights, which are learned from the given sparse rule base by exploiting attribute ranking techniques. The attribute weighting scheme is enabled by an innovative reverse engineering procedure, which reduces the sparsity of the given rule base by generating an artificial training decision table. The essential idea is to reformulate all rules in the sparse rule base into a common representation, where each (possibly) missing value of any rule antecedent is replaced by one of the alternative fuzzy values from its domain. All these reformulated rules, artificial or original, are collated for evaluation of the relative significance degrees of the individual attributes.

In particular, the weights of the attributes are individually measured using a certain feature ranking method (which is implemented by modifying the feature evaluation mechanism extracted from a given feature selection technique). It has been shown in [7] that the underlying approach of weighted T-FRI is robust as different types of feature selection method may be adopted for such use without significantly affecting the level of performance improvement over the conventional unweighted T-FRI.

The primary motivation of introducing weights to rule antecedent attributes is to minimise the adverse effect of assuming all attributes having equal significance (which is typically made in conventional FRI methods, but is often impractical). In weighted T-FRI, individual attribute weights are integrated with every procedure of the unweighted T-FRI algorithm, including: the selection of the nearest neighbouring (aka. the closest) rules, the construction of intermediate rules, and the computation of scale and move transformation factors. Here, the nearest rules to an unmatched observation are selected to build the intermediate rule, based on similarity, to form the basis upon which to perform interpolative transformations. In implementation, all computational steps in the original T-FRI, which involve evenly calculated average of the attribute values, are now improved by a weighted aggregation of the corresponding components.

Detailed computation mechanisms are however, beyond the scope of this short paper but can be found in [7]. Note that when all rule antecedents are assumed to be of equal importance (i.e., all attribute weights are of the same value), the weighted T-FRI degenerates to its original unweighted version.

C. Outline of KH Rule Interpolation

The KH rule interpolation (named after its inventors [1]) offers an initial proposal for fuzzy interpolative reasoning through manipulating $\alpha$-cut distances. It has been subsequently developed to address sparse rule interpolation involving multiple rules with multiple antecedent variables [8], [9].

When a given observation fails to match any rule in the sparse rule base for firing, an interpolated consequent is constructed basically by performing a linear aggregation of the rule consequents of the neighbouring rules closest to the observation. The aggregation operation complies with the general principle of similarity-based analogical reasoning, such that

The closer a rule’s antecedent $A^i$ (which is a logical aggregation of individual attribute values $A^i_j$) to the observation $o^*$, the closer the rule’s consequent $B^i$ to the outcome $B^*$ that corresponds to $o^*$.

The similarity measure employed is specified by the use of fuzzy distances defined between a rule antecedent and the observation. That is, the smaller distance between $A^i$ and $o^*$ is, the more similar they are, thereby $B^*$ is deemed to potentially make more contribution to the consequent being sought.

Thanks to the piecewise linear property presumed by KH interpolation, given triangular membership functions, the interpolated result $B^* = (b^*_1, b^*_2, b^*_3)$ can be determined with its two $\alpha$-cut (i.e., $\alpha = 0, 1$), resulting in the three CPs taking the values

$$b^*_t = \frac{\sum_{i=1}^{n} \frac{1}{\sqrt{\sum_{j=1}^{m} (a^*_{jt} - o^*_{jt})^2}} b^*_j}{\sum_{i=1}^{n} \frac{1}{\sqrt{\sum_{j=1}^{m} (a^*_{jt} - o^*_{jt})^2}}} \quad (1)$$

where $n$ is the number of the neighbouring rules used for interpolation, $m$ is the number of attributes in the rule, and $t = 1, 2, 3$.

D. Outline of CCL Rule Interpolation

The CCL rule interpolation (again, named after its inventors [4]) offers an alternative means for fuzzy interpolative reasoning that exploits the areas of the fuzzy sets involved in the rules and the (unmatched) observation. The idea is to preserve the logically consistent properties with respect to the ratios of fuzziness, which is determined by the areas of fuzzy sets. The core computations are summarised below in relation to the use of triangular fuzzy membership functions.

First, the normal point $b^*_2$ of the (to be) interpolated consequent $B^*$ is defined by linear interpolation such that
Note that if the assumption of attributes having equal significance is applied, that is \( AW_j, j = 1, 2, \ldots, m \) are of the same value, the above formula degenerates to the original version, i.e., Eqn (1). As such, this weighted KH method is a generalised version of the original, still working as previously in the event where no weighting scheme is applicable or necessary.

B. Weighted CCL Rule Interpolation

The original CCL FRI procedure as per Section II-D can be generalised in a similar manner to the above. In particular, the attribute weights are integrated in the construction of the normal point \( b_2^* \) and also, in the computation of the triangular area \( S_K(B^*) \) of the interpolated consequent.

In particular, the normal point \( b_2^* \) can be specified by the weighted aggregation of rule consequents of the selected neighbouring rules, where the rule weights \( W_i \) of Eqn. (3) are redefined by normalising the aggregated weight of each entire rule antecedent per rule. Note that in the original CCL method, the aggregation of rule weights is implemented by arithmetic average. Thus, the modified rule weight \( W_i \) is now extended to

\[
\tilde{W}_i = \frac{\sum_{j=1}^{m} AW_j w_{ij}}{\sum_{j=1}^{m} AW_j w_{ij}}
\]

Intuitively, the average operation imposed over the rule antecedents also needs to be applied to the computation of the interpolated consequent fuzzy set. This leads to the corresponding modification of the area of the interpolated consequent fuzzy set, from Eqn. (4) to Eqn. (8). In this extension, the attribute weights \( AW_j, j = 1, 2, \ldots, m \), are different from the weighting terms \( w_{ij} \) used in the original method which are still required to be computed in the same way as the original. Together, they are used to construct modified overall rule strengths. In effect, \( AW_j \) adjusts \( w_{ij} \) to better reflect the contribution of each individual antecedent attribute in relation to its significance, towards the calculation of the overall rule weight in deriving the consequent.

As with the weighted KH method, the newly introduced rule weight \( \tilde{W}_i \) and interpolated consequent area \( \tilde{S}_K(B^*) \) also degenerate back to their original counterparts in the unweighted version if all attribute weights are equal, in terms of their relative significance. Indeed, in this case, \( AW_j = 1/m, \forall j = 1, 2, \ldots, m \).

IV. Experimental Evaluation

This section presents a systematic experimental comparison among the proposed weighted KH, CCL and T-FRI, against their originals that do not involve individual attribute weights. The comparative investigation is performed over ten benchmark classification problems, most of which are of multiple class labels. The changes of classification accuracy with respect to the number of nearest neighbouring rules selected for interpolation are examined, demonstrating the efficacy of weighted FRI algorithms.
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The comparative experiments are performed via 5 times 10-fold cross validation per dataset. The rule base for each problem is learned from the training data. The classical rule induction technique of [12] is employed to generate an initial rule base, where 40% of the learned rules are purposefully removed randomly, resulting in a rather sparser rule base to better evaluate the performance of each FRI method. The attribute weights are then derived from the resultant sparse
rule base, by the use of information gain (IG) for scoring each individual rule antecedent. Note that only IG is employed herein to compute attribute weights, because it has been shown in [7] that any of the popular feature ranking methods may be utilised to perform attribute weighting without incurring much performance deviation.

For testing, each new observation is checked against the rules in the rule base first, the consequent is calculated by aggregating the outcomes of firing the matched rules. If however, no matching is found, FRI methods are applied to derive an interpolated consequent (only one FRI method is applied at once of course, weighted or not).

Further to the comparative studies carried out between weighted FRI methods and their original unweighted ones, a series of experiments are conducted to investigate the variation of classification accuracy in relation to the number \( n \) of the nearest neighbouring rules selected for interpolation. For consistency, as with the work in [7], five different cases are compared regarding the cases where \( n \) is set to 2, 3, 4, 5, 6, respectively (whilst it makes little sense, both computationally and intuitively, to use any larger number of rules for interpolation). Also, for fair comparison, the selection scheme for the nearest neighbouring rules as described in [13] is employed to determine the closest rules that are required to implement the interpolation, across all six (three weighted and three original) methods compared.

B. Results and Discussion

1) Effectiveness of weighted FRI: Table II shows the classification accuracies calculated by averaging the 5 times 10-fold cross validation, for each of the six methods: three originals and three extended methods enhanced with the weighting scheme. The performances of weighted methods are directly compared against those of their originals, where two nearest neighbouring rules to the testing observation are selected for interpolation (unless otherwise stated). The results are presented in the column of Weighted and that of Ori, respectively.

As indicated previously, a significant portion (40%) of rules are randomly removed from the original learned rule base for each classification problem, in order to thoroughly compare the performance of weighted interpolation against the unweighted. In so doing, more opportunities may be generated for those

\[
S_K(B^*) = \begin{cases} 
\left(\sum_{j=1}^{m} S_K(A_j^*)\right) \times \left(\sum_{i=1}^{n} W_i \times S_K(B^*) \right), & \text{if } \exists i \forall j S_K(A_j^*) > 0 \\
\sum_{j=1}^{m} S_K(A_j^*), & \text{if } \forall i \forall j S_K(A_j^*) = 0 
\end{cases}
\]
using the weighted methods beat those achievable using the classification accuracies (across the ten datasets) obtained the cases where a sparse rule base is employed, the average those unmatched by the original rules. Despite the fact that samples that are unmatched by the sparse rule bases and corresponding unweighted method for almost all datasets. the three weighted FRI methods significantly outperforms its per the situation of running a sparser rule base, each of number of samples requiring interpolation becomes large, as certain rules to fire in the first place. However, when the This can be expected as most new observations may match the learned rule bases.

FRI methods are applied using artificially created sparser rule shows not only the comparative results obtained when the original ones if more rules are available. For this purpose, Table II

CCL: unweighted selection with unweighted interpolation, and weighted selection with weighted interpolation, weighted selection with weighted interpolation, and weighted selection with weighted interpolation. These are denoted as $S_{\bar{w}}$, $S_{\bar{w}}I_{\bar{w}}$, $S_{\bar{w}}I_{\bar{w}}$ and $S_{\bar{w}}I_{\bar{w}}$ respectively. Of course, if the number of neighbouring rules is set to two, then the first and the last become exactly the same as those denoted by Ori and Weighted as previously given in Table II that run on a sparse rule base.

Table III lists the (rounded) average numbers of testing samples for interpolation in inter-polation with weighted interpolation. These are denoted as $S_{\bar{w}}$, $S_{\bar{w}}I_{\bar{w}}$, $S_{\bar{w}}I_{\bar{w}}$ and $S_{\bar{w}}I_{\bar{w}}$ respectively. Of course, if the number of neighbouring rules is set to two, then the first and the last become exactly the same as those denoted by Ori and Weighted as previously given in Table II that run on a sparse rule base.

More particularly, the average improvements of the weighted T-FRI, weighted KH and weighted CCL on all ten datasets over the unweighted ones are measured to be 7.14%, 4.32%, and 4.08%, respectively. This is statistically significance as verified by pairwise $t$-tests, which result in low $p$ values as listed in the third column of Table IV. Again, these results show that the weighted FRI methods significantly enhance the interpolative performance of the unweighted ones, and that such superior performance is attained under the condition that only two nearest neighbouring rules are employed for interpolation.

2) Efficiency of weighted FRI: The previous work on weighted T-FRI (see [7]) produced a surprising and very positive result, discovering that the use of the minimum number of nearest neighbouring rules does better for such rule interpolation. Inspired by that discovery, this part of the experimental investigation systematically looks into the effect of varying the number of neighbouring rules used for inter-polation across all three weighted methods. The investigation is carried out for all aforementioned ten datasets, using five different numbers of closest rules.

Note that attribute weights can also be exploited to help modify the selection procedure for the nearest neighbouring rules (see [7] for details). Thus, in order to thoroughly ex-amine the implication of the weighting scheme upon both the procedure for closest rules selection and that for rule interpolation, the experiments on classification results are herein purposefully designed to cover the following all four cases, for each particular FRI approach (be it T-FRI, KH or CCL): unweighted selection with unweighted interpolation, unweighted selection with weighted interpolation, weighted selection with unweighted interpolation, and weighted selection with weighted interpolation. These are denoted as $S_{\bar{w}}$, $S_{\bar{w}}I_{\bar{w}}$, $S_{\bar{w}}I_{\bar{w}}$ and $S_{\bar{w}}I_{\bar{w}}$ respectively. Of course, if the number of neighbouring rules is set to two, then the first and the last become exactly the same as those denoted by Ori and Weighted as previously given in Table II that run on a sparse rule base.

Tables V, VI and VII (with Tables VI and VII being the continuations of Table V due to the limit of the physical space)
present the results of this set of experiments, with the examined range of $n$ set to $\{2, 3, \ldots, 6\}$. This is partly to facilitate direct comparison with the state-of-the-art results provided in [7], and partly to reflect the practical consideration where using more than six closest rules to perform interpolation is of little intuitive appeal, both in terms of computational complexity and of classification result interpretability. Over this entire range, the accuracies obtained by the use of weighted interpolation generally outperform those by the unweighted for all three FRI approaches. That is in most cases, the results achieved by $S_w I_w$ are improved over $S_{\bar{w}} I_{\bar{w}}$, while $S_w I_w$ does better than $S_{\bar{w}} I_{\bar{w}}$. These improvements further demonstrate the effectiveness of the weighted FRI methods proposed here.

Figure 2 plots the changing trend of classification accuracy in relation to the number of neighbouring rules used. As $n$ goes up from the minimum (i.e., $n = 2$), the accuracies drop, sometimes sharply, for all three weighted FRI methods with the weighted interpolation supported by weighted rule selection (i.e., $S_w I_w$). This behaviour of weighted FRI for the Magic and Red Wine Quality datasets is slightly less obvious, but increasing $n$ does not help to improve the classification performance either.

The observation that the results of $S_w I_w$ with any FRI approach when $n = 2$ beat those when $n = 3$ is further validated by pairwise $t$-test in Table IV, with $p$ values shown in the fourth column of this table. These experimental results indicate that the reduction of classification accuracies when the number of the nearest neighbouring rules is increased from 2 to 3 is statistically significant for almost all FRI methods across all datasets.

Examining the results of Tables V-VII more closely, as highlighted in bold for each of the ten datasets, the best performance of each FRI across the four implementations (namely, $S_{\bar{w}} I_{\bar{w}}, S_w I_w, S_{\bar{w}} I_{\bar{w}}$, and $S_w I_w$) over the entire range

<table>
<thead>
<tr>
<th>Table IV</th>
<th>P-value in Statistical Pairwise t-Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
<td>FRI</td>
</tr>
<tr>
<td>Diabetes</td>
<td>T-FRI</td>
</tr>
<tr>
<td></td>
<td>KH</td>
</tr>
<tr>
<td></td>
<td>CCL</td>
</tr>
<tr>
<td>Phoneme</td>
<td>T-FRI</td>
</tr>
<tr>
<td></td>
<td>KH</td>
</tr>
<tr>
<td></td>
<td>CCL</td>
</tr>
<tr>
<td>Magic</td>
<td>T-FRI</td>
</tr>
<tr>
<td></td>
<td>KH</td>
</tr>
<tr>
<td></td>
<td>CCL</td>
</tr>
<tr>
<td>Haberman</td>
<td>T-FRI</td>
</tr>
<tr>
<td></td>
<td>KH</td>
</tr>
<tr>
<td></td>
<td>CCL</td>
</tr>
<tr>
<td>Hayes-Roth</td>
<td>T-FRI</td>
</tr>
<tr>
<td></td>
<td>KH</td>
</tr>
<tr>
<td></td>
<td>CCL</td>
</tr>
<tr>
<td>Page-blocks</td>
<td>T-FRI</td>
</tr>
<tr>
<td>Ecoli</td>
<td>T-FRI</td>
</tr>
<tr>
<td></td>
<td>KH</td>
</tr>
<tr>
<td></td>
<td>CCL</td>
</tr>
<tr>
<td>Red Wine Quality</td>
<td>T-FRI</td>
</tr>
<tr>
<td></td>
<td>KH</td>
</tr>
<tr>
<td></td>
<td>CCL</td>
</tr>
<tr>
<td>Wireless</td>
<td>T-FRI</td>
</tr>
<tr>
<td>Indoor Localizatio</td>
<td>CCL</td>
</tr>
<tr>
<td>Modeling</td>
<td>T-FRI</td>
</tr>
<tr>
<td></td>
<td>KH</td>
</tr>
<tr>
<td></td>
<td>CCL</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table V</th>
<th>Average Classification Accuracies (%) vs. Number of Nearest Neighbouring Rules Used for Different FRI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
<td>FRI</td>
</tr>
<tr>
<td>Diabetes</td>
<td>KH</td>
</tr>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>6</td>
</tr>
<tr>
<td>Phoneme</td>
<td>KH</td>
</tr>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td>Ecoli</td>
<td>KH</td>
</tr>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>6</td>
</tr>
</tbody>
</table>

For the Magic and Red Wine Quality datasets is slightly less obvious, but increasing $n$ does not help to improve the classification performance either.
The results show that the unweighted approaches. This forms a sharp contract between the weighted and weighting scheme is employed, the accuracy increases with \( n \). This is indeed the case concerning this dataset. Both increase in false positives and reduction in true negatives will usually cause undue anxiety of the patient, and in worse scenarios, may even cause missing the correct diagnosis of other disease(s) that the patient may be suffering from the given symptoms.

There are exceptional cases to observe. Particularly, the results show that the \( S_{w/I_w} \) FRI method can do better than the rest if a large number (e.g., \( n = 5 \) or \( n = 6 \)) of rules are used. Such situations occur mostly when the KH weighted interpolation method is employed with rules taken by unweighted selection. Nonetheless, the interpolation procedure is still weighted in these cases; this again demonstrates the effectiveness of weighting upon rule antecedent attributes. Besides, there is little win of \( S_{w/I_w} \) over \( S_{w/I_w} \). Yet, such minor win is obtained at the expense of much more computational overheads as more rules are involved in the interpolation procedure, as shown below. This finding is of great importance in practical application of FRI since it empirically confirms that weighted FRI methods only require two (i.e., the least number of) nearest neighbouring rules to perform rule interpolation, significantly enhancing the algorithm efficiency.

4) Further analysis – Confusion matrix: The analysis of the confusion matrices has also been conducted for each of the three weighted FRI methods regarding the use of two or three nearest neighbouring rules. To save space, Tables VIII-X present the outcomes for the Diabetes dataset as an example case study, since the general trends for the others are similar. The comparison in each of these tables helps explain why the overall classification accuracy may dramatically decrease as \( n \) increases from 2 to 3. As reflected by these results, the adverse variation of the overall accuracy when \( n = 3 \) appears to be caused by the significant increase of false positives and the considerable reduction of true negatives. Of course, such situations must be minimised in any realistic application, especially for instance in medical diagnosis as is indeed the case concerning this dataset. Both increase in false positives and reduction in true negatives will usually cause undue anxiety of the patient, and in worse scenarios, may even cause missing the correct diagnosis of other disease(s) that the patient may be suffering from the given symptoms.

4) Further analysis – Run time: Results so far have demonstrated that weighted FRI methods (that involve additional computation in both rule selection and rule interpolation procedures) generally outperform their originals. However, a question may be raised as to how much extra computation effort is required to attain such improved performance, despite the recognition that learning the weights themselves is an offline task. This final experimental study therefore, addresses the natural concern regarding the run time performance of the weighted methods.

Table XI lists the average testing times recorded for all three weighted FRI methods (i.e., in the form of \( S_{w/I_w} \)) and their originals (namely, \( S_{w/I_w} \)), when dealing with the final five problems given in Table I. The tests are carried out in relation to the increase of the number of the nearest neighbouring rules employed. Note that these five cases are selected because they each involve more classes and hence, are more difficult to classify (whilst saving the space otherwise required to present similar results for the other five). As expected, there is indeed an increase in time consumption when exploiting more nearest neighbouring rules for all FRI methods (weighted or not). The use of fewer rules will thus be more efficient. However, as can be seen from this table, there is no significant increase in the time cost by a weighted FRI as compared to that by its original where no weights are involved, while using the same number of rules for interpolation. This once again demonstrates the efficacy of the proposed weighted FRI techniques and supports the outcome that least neighbouring rules do better with attribute weighted FRI.

V. Conclusion

This short paper has further developed the state-of-the-art work on fuzzy rule interpolation (FRI) [7], by extending the weighted transformation-based FRI to two other classical FRI methods, namely the KH [1] and CCL [4] algorithms. The work introduces weights into rule antecedent attributes within these FRI procedures. The extensions have been systematically evaluated on ten benchmark classification problems, demonstrating the superior performance of these extended methods over their originals. Very importantly, as illustrated by the experimental analysis, the weighted FRI methods only require
the least number (i.e., 2) of the nearest neighbouring rules to perform interpolation, thereby ensuring their efficacy in practical applications.

Such improved performances of the extended methods are attainable owing to the use of the relative significance degrees, or weights, of the individual rule antecedents to guide the selection of the nearest neighbouring rules for interpolation. These weights are derived from ranking attributes using the given sparse rule base only, and the weighting scheme has proven to be effective [7]. The interpolation processes are modified by the weights as well, thereby reflecting different contributions made by different attributes in deriving the interpolated consequents. This differs from the existing approaches.
where all attributes are treated equally.

The conjecture that "least number of neighbouring rules do better with weighted FRI" has been demonstrated with substantial and consistent empirical results. It would be beneficial to further verify this notion through theoretical analysis also. This forms an important next step to reinforce the current research. Also, the experimental investigations carried out have not used any sophisticated representation means for fuzzy values, nor any complicated fuzzy rule generation mechanism. However, any optimisation of these aspects will help further improve the classification accuracy. This is omitted herein, as what has been concerned with is the relative performance given common settings for the running of both the extended and their original methods. Naturally, it would be interesting to examine how the extensions may perform with optimised fuzzy quantities and rules. In addition, it would be useful to apply the resultant weighted interpolative inference mechanisms to real-world problems, such as medical risk analysis [14] and serious crime investigation [15] where sparse knowledge is available.
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