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Abstract

The Shirasuka lowlands, located on the Enshu-nada coast of central Japan, record evidence for numerous extreme wave events. Here we test the applicability of using the luminescence signal from feldspars to date these young (<1000 a) extreme wave event deposits. The signal used for dating is the IRSL signal (measured at 50°C) as part of a post-IR IRSL\textsubscript{130} procedure. We demonstrate that this IRSL\textsubscript{50} (pre-IR\textsubscript{130}) signal results in reliable ages when corrected for fading, and the post-IR IRSL\textsubscript{130} stimulation functions as an optical wash for both the natural/regenerated luminescence signal (L\textsubscript{n}) and the test dose signal (T\textsubscript{r}), lowering the recuperation and removing any remaining charge from previous steps in the protocol. The single grain IRSL\textsubscript{50} (pre-IR\textsubscript{130}) ages generated, cover the historical record of the past 800 years and correlate well with past earthquakes and tsunamis in AD 1361, AD 1498 and AD 1605. Another identified tsunami deposit may correlate with the AD 1707 earthquake and tsunami. A slope failure deposit, probably caused by the earthquake in AD 1944, is also identified. This study demonstrates that accurate ages can be determined for the young, extreme wave events at this site using the luminescence signal from feldspars.
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1 Introduction

The Indian Ocean Tsunami in 2004 and the Tōhoku-oki Tsunami in 2011 caused dramatic damage to coastal settlements and thousands of casualties, drawing the attention of the public and scientists to the impact and history of tsunamis. Since then, numerous studies
have developed approaches to identify the characteristics, impact and age of tsunami deposits (e.g. Dawson & Stewart, 2007; Jankaew et al., 2008; Monecke et al., 2008; Engel et al., 2010; Switzer et al., 2012; May et al., 2016). Storm surges, another major threat to coastal communities, are also the focus of research due to recent disasters like Typhoon Haiyan, which hit the Philippine coast in 2013 (e.g. Brill et al., 2016; Pilarczyk et al., 2016; Soria et al., 2017). Studies observing proxies and characteristics of extreme wave event deposits contribute to improvements in their identification in the geological record (e.g. Morton et al., 2007; Chagué-Goff et al., 2011; Shanmugam, 2012), while chronological studies of past extreme wave events enable the identification of recurrence intervals, intensities and past impacts (Brill et al., 2012a; Prendergast et al., 2012).

The Shirasuka lowlands in central Japan record evidence for numerous extreme wave events, as previously demonstrated by Fujiwara et al. (2006), Komatsubara et al. (2008) and Garrett et al. (accepted). The sedimentary record of extreme wave event deposits of the Shirasuka lowlands has been constrained by radiocarbon dating to be younger than AD 1200 (Fujiwara et al., 2006; Komatsubara et al., 2008). From 12th century AD onwards, at least six megathrust earthquakes and subsequent tsunamis occurred in the eastern segments (C and D) of the Nankai Trough (Ando, 1975; Fig. 1). The region also has a long historical record of earthquakes and subsequent tsunamis from AD 684 onwards, captured in a range of sources such as chronicles (e.g. Nihon Shoki), reports, and governmental records (e.g. Ando, 1975; Usami, 1979; Ishibashi, 2004; Goff et al., 2016). However, there are several issues which have complicated previous efforts to reconstruct the local record of past extreme wave events based on the study of the sedimentary evidence preserved at Shirasuka: (1) The lowlands provide a complex stratigraphy with laterally discontinuous event layers, which com-
plicates stratigraphic correlations between sediment cores (Fujiwara et al., 2006; Komatsubara et al., 2008; Garrett et al., accepted), and makes chronology essential to correlate different core records; (2) the lack of material appropriate for radiocarbon dating often means that this method cannot always be used to determine ages where they are needed; (3) even where material suitable for radiocarbon dating exists, a plateau in the radiocarbon calibration curve prevents the establishment of a high-resolution chronostratigraphy during the time period of interest (Stuiver, 1978; Madsen et al. 2009).

Unlike radiocarbon dating, optically stimulated luminescence (OSL) techniques do not typically suffer from a lack of suitable material for dating as they rely upon use of one of the two most abundant minerals on Earth, quartz or feldspars. A further advantage of OSL is that the sediments used for dating directly record the age of the deposition event, e.g. the burial age of a tsunami event layer (e.g. Brill et al., 2012a, b). However, whilst the use of OSL has previously been explored in a range of extreme wave event settings (Huntley & Clague, 1996; Murari et al., 2007; Cunha et al., 2010; Brill et al., 2012a, b; Prendergast et al., 2012; Spiske et al., 2013; Tamura et al., 2015), issues still persist. Firstly, incomplete resetting of the luminescence signal during tsunami or storm surge transport, prior to deposition of the sediments, needs to be considered (e.g. Madsen & Murray, 2009). The fast component of the OSL signal from quartz bleaches more rapidly than any other luminescence signal routinely used for dating, and this makes it the preferred mineral for dating young and potentially incompletely-bleached sediments (e.g. Bishop et al., 2005; Murari et al., 2007; Cunningham et al., 2011; Brill et al., 2012a, b; Li et al., 2017). However, previous studies of quartz OSL in tectonically active regions have shown challenging luminescence properties (e.g. Tsukamoto et al., 2003; Kondo et al., 2007; Steffen et al., 2009; Neudorf et al., 2015; Tamura et al.,
Thus, OSL of feldspars may provide a useful alternative chronometer if they can be demonstrated to be suitable for dating very young (<1000 years), and potentially incompletely-bleached sediments.

The OSL signal from feldspar bleaches more slowly than that of quartz (e.g. Buylaert et al., 2012; Colarossi et al., 2015), and suffers from an athermal signal loss called anomalous fading (Wintle, 1973), which can result in age under-estimations. Low-temperature post-infrared infrared stimulated luminescence (post-IR IRSL) dating offers a promising approach for dating young deposits using feldspars (e.g. Madsen et al., 2011; Reimann & Tsukamoto, 2012), since it may minimise anomalous fading whilst still accessing signals that are adequately bleached for dating (Kars et al., 2014). However, it should be noted that previous applications were to dune and beach deposits, where the opportunity for exposure to daylight prior to deposition is much greater than may be the case for high magnitude events such as a tsunami.

In this study we aim to test the suitability of optically stimulated luminescence (OSL) techniques to provide a chronology for young (<1000 years) extreme wave event deposits in the Shirasuka lowlands of tectonically active central Japan. If successful, OSL may help refine the record of extreme wave events preserved at both Shirasuka and elsewhere.

2 Field site

2.1 Study area and existing chronostratigraphy

The Japanese islands are situated at two triple junctions of tectonic plates. South of the main island of Honshu, the Philippine Sea Plate subducts beneath the Eurasian Plate at a rate of
approximately 40–55 mm/a (Mazzotti et al., 2000; Loveless & Meade, 2010). The subduction zone is subdivided into six segments (Fig. 1a), which have ruptured during twelve historically documented multi-segment megathrust earthquakes (> M8) since AD 684 (Ando, 1975; Satake, 2015; Garrett et al., 2016). The study area of Shirasuka (Fig. 1b) is located close to the approximate boundary of segments D and E (Fig. 1a).

Sandwiched between a ~60–80 m high mid-Pleistocene terrace and a ~10 m high coastal dune (height artificially increased in the early 21st century, because of the construction of the Shiomi By-pass of Japan National Route 1), the marshy coastal lowlands of Shirasuka are ideally situated to record evidence of typhoons and tsunamis (Fig. 1b). Sediment cores from the lowlands are mainly composed of fine-grained marsh deposits intercalated with sand-rich layers (Fujiwara et al., 2006; Komatsubara et al., 2008; Garrett et al., accepted; Fig. 2). Komatsubara et al. (2008) obtained a set of cores (hexagonal symbols on Fig. 1b) from these lowlands and used 21 radiocarbon ages to generate a chronology for them which covers the timespan from ~AD 1200 onwards. The cores include sand layers interpreted as resulting from tsunamis and storm surges as well as slope failures (event deposits A to G in ascending order, according to Komatsubara et al., 2008). Komatsubara et al. (2008) tentatively correlate the sand layers B, C, E and F in their cores with the AD 1498 Meiō, 1605 Keichō, 1707 Hōei and AD 1854 Ansei-Tōnankai events where both an earthquake and a tsunami are recorded. Given the excellent historical record of extreme wave events available for this region, this study site provides an ideal opportunity to assess whether luminescence dating can provide accurate ages for extreme wave events.

2.2 Fieldwork and sampling strategy
Two overlapping sediment cores taken ~0.5 m apart (JSH1b/full, JSH1/overlap; Figs. 1, 2) were recovered by vibra coring (Atlas Copco Cobra TT) using closed steel auger heads and opaque 50 mm diameter PVC tubes. Sediment cores were opened in the laboratory under subdued red light. The sediment cores consist of clayey-silty deposits with intercalated sand layers. The lower contact of the sand layers is abrupt and the sand includes clay lenses (ripped-up clasts) and mud caps. This suggests rapid high-energy erosional processes. We interpret the sand layers to be either tsunami or storm surge deposits. The stratigraphy for both sediment cores is shown in Fig. 2 and described in detail in Garrett et al. (accepted). Sand layers were sampled for luminescence dating and dosimetry. Where the stratigraphy changed within 30 cm of an OSL sample, additional dosimetry samples were taken from the differing sedimentary units within 30 cm distance from the OSL sample, to adequately assess the dose rate to that OSL sample. In total, 10 samples were dated by OSL (Fig. 2), the dose rate was determined for 18 samples (Fig. 2; Table S1). In addition, two modern samples (Fig. 1b) were collected from the beach by hammering opaque plastic tubes in the sand, approximately 2-3 cm below the surface.

3 Luminescence dating

3.1 Sample preparation

Luminescence samples were prepared under subdued red light in the Cologne Luminescence Laboratory (CLL). Prior to palaeodose determination, hydrochloric acid (HCl; 10 %), hydrogen peroxide (H₂O₂; 10 %) and sodium oxalate (Na₂C₂O₄; 0.01 N) were used to remove carbonates, organic matter and to disperse the particles. Samples were dry sieved to separate the 100–200 µm fraction that was then density separated using sodium polytungstate to isolate quartz (2.68 g/cm³ > ρ > 2.62 g/cm³) and alkali-feldspar fractions (ρ < 2.58 g/cm³). The
quartz fraction was etched with concentrated hydrofluoric acid (40 \%) for 40 min and subsequently treated with HCl (10 \%) to remove any fluorides. Subsequent tests of the quartz material suggested that, in accordance with other studies on Japanese quartz (e.g. Tsukamoto et al., 2003; Tamura et al., 2015), the material shows inappropriate luminescence properties, which are unsuitable for quartz OSL dating. Hence, quartz is not considered further in the manuscript, although the main characteristics are outlined in Supplementary Information.

Multiple grain (MG) measurements were made at the CLL, using grains mounted on stainless steel discs and fixed using a 1 mm patch of silicone oil. Single-grain (SG) measurements were made at the Aberystwyth Luminescence Research Laboratory (ALRL), using 100–200 µm grains brushed into the 300 µm diameter holes of standard single-grain discs. The size-range of the sieved fraction may cause the presence of more than one grain within one hole; this was checked on a random basis and was found to occur only very occasionally.

3.2 Dosimetry

Uranium (U), Thorium (Th) and Potassium (K) contents were determined by high-resolution gamma spectrometry in the CLL. Approximately 200 g of dried, homogenised sediment was stored in an airtight box for at least four weeks to compensate for radon loss induced by sample preparation, before measurement with an Ortec Profile M-Series GEM Coaxial P-type high-precision Germanium Gamma-Ray detector. For eight samples (JSH1-2Dn, JSH1-6Dn-7Dn, JSH1-10Dn, and JSH1-16Dn to JSH1-20Dn), only very small amounts of sediment were available; these were measured at VKTA Dresden using low-level-gamma spectrometry (Table S1).
To measure the potassium content of the alkali-feldspar separates, 100 mg of each sample was analysed on a Risø GM-25-5 beta counter. An average internal K-content of 6.44 ± 1.05 % was measured (Table 1) but a K-content of 10 ± 2 % was used to calculate the dose rate used in combination with equivalent doses ($D_e$) from single grains, assuming that the grains with higher K-content have a brighter IRSL signal and are more likely to generate a $D_e$ (Smedley et al., 2012).

The stratigraphy of the Shirasuka lowlands is complex and shows abrupt changes in grain size, which may cause variations in the gamma dose rate. Layer-to-layer variations in gamma dose rate were calculated according to Aitken (1985, Appendix H), using the multi-layer gamma spreadsheet of Ian Bailiff, Durham University (personal communication) to give the gamma dose rate values shown in Table 1. DRAC v1.1 (Durcan et al., 2015) was used to calculate internal and external alpha and beta dose rates, and to correct them for water content. Conversion factors for gamma and beta dose rates are based on Adamiec & Aitken (1998). Alpha and beta grain size attenuation factors of Bell (1980) and Guerin et al. (2012, for feldspars), respectively, were applied. Alpha efficiency was determined for samples JSH1-4 and JSH1-10, and gave values of 0.072 ± 0.003 for the IRSL$_{50}$ (pre-IR$_{130}$) signal, and 0.095 ± 0.008 for the post-IR IRSL$_{130}$ signal (see Supplementary Information for further details). The cosmic dose rate was determined in accordance with Precott and Hutton (1994).

Information on dose rates (Gy/ka) calculated for each sample in this study are given in Table 1.

3.3 Instrumentation and methods for feldspar measurements
Luminescence measurements were made using single-aliquot regenerative dose (SAR) protocols on Risø TL/OSL readers equipped with $^{90}\text{Sr}/^{90}\text{Y}$ beta sources delivering dose rates of $\sim0.0837 \text{ Gy/s}$, $\sim0.0760 \text{ Gy/s}$ and $\sim0.0366 \text{ Gy/s}$, depending on the instrument.

Two sets of OSL measurements were made on feldspars. Small (1 mm diameter), multiple-grain aliquots were measured at the CLL, stimulated using IR LEDs (870 nm, FWHM 40 nm) and detected through a D410/30x LOT interference filter. Single-grain equivalent dose measurements were performed at ALRL using an IR laser (830 nm, 150 mW, with a Schott RG-780 filter in front of the laser to remove emission below 780 nm) and detected using a combination of 4.1 mm BG-39 and 2.1 mm Corning 7-59 glass filters. A convex quartz lens was used to maximise the signal collection efficiency during single grain measurements.

All feldspar single-aliquot and single-grain datasets with recycling ratios and test dose uncertainties within 10% were accepted for palaeodose calculations (see section 4 for details of the measurement protocols considered). Fading measurements were conducted according to Auclair et al. (2003). The samples were bleached for 24 hours in a Hönle SOL 2 solar simulator and subsequently irradiated to $\sim23 \text{ Gy}$. The shortest delay between the start of an irradiation and the start of a measurement was 218 s, the longest 18,000 s. Ages were corrected for fading using the correction model of Huntley & Lamothe (2001) implemented in the R-package ‘Luminescence’ (Kreutzer et al., 2012; Kreutzer et al., 2016).

4 Measurement protocols for feldspar

Inappropriate luminescence properties of the quartz in this study means that reliable signals cannot be obtained for quartz OSL dating (see Supplementary Information). Measurement
protocols using infra-red stimulated luminescence (IRSL) signals from feldspar were therefore investigated, using multiple-grain aliquots of coarse-grain feldspar to examine the signal behaviour and identify the most appropriate measurement conditions, prior to \( D_e \) determination using single-grains (section 5). Two different approaches were tested. First, an IRSL\(_{50} \) SAR protocol (Wallinga et al., 2000) was investigated, because whilst the signal does not bleach as quickly as quartz, it does still bleach relatively quickly compared to many other feldspar signals obtained using higher stimulation temperatures (e.g. Buylaert et al., 2012; Colarossi et al., 2015). Secondly, a low-temperature post-IR IRSL protocol (Madsen et al., 2011; Reimann & Tsukamoto, 2012) was investigated. This protocol yields both an IRSL\(_{50} \) signal, and a post-IR IRSL signal, which is likely to have a lower rate of anomalous fading than the IRSL\(_{50} \) signal but a slower bleaching rate (e.g. Buylaert et al., 2012; Colarossi et al., 2015).

The impact of including a high-temperature clean-out step (Murray & Wintle, 2003) at the end of each post-IR IRSL measurement cycle (e.g. Thiel et al., 2011; Buylaert et al., 2012) was explored for the post-IR IRSL measurement procedure by stimulating with IR for 100 s while holding the sample at a temperature of 180 °C following each test dose measurement. Although this clean-out step is designed to remove any remaining signal at the end of each SAR cycle, it made difference to our \( D_e \) or to our recuperation values measured from multiple-grain aliquots using both the IRSL\(_{50} \) (pre-IR\(_{130} \)) and the post-IR IRSL\(_{130} \) signal. For this reason, and to avoid the potential of introducing further sensitivity change, a high-temperature clean-out step was not included in the measurement sequences used to generate any of the data considered in this study.
The suitability of the IRSL$_{50}$ and post-IR IRSL protocols was tested with preheat, preheat dose-recovery (all dose-recovery data in this study is reported after subtracting the residual dose measured from grains that had been bleached for 24 hours by the solar simulator), and residual dose preheat plateau tests, applied to sample JSH1-6.

4.1 Tests of the IRSL$_{50}$ protocol

The effect of preheat temperature was investigated for the first approach, the IRSL$_{50}$ protocol shown in Table 2a. Three aliquots were measured at each preheat temperature. Preheat temperatures ranged from 190 °C to 290 °C and were held for 10 s. For all measurements, the test dose signal (Tx) preheat conditions are the same as the preheat conditions of the natural and regenerative dose signal (Lx) (Blair et al. 2005).

The preheat plateau (Fig. 3a) shows no dependence of IRSL$_{50}$ $D_e$ upon thermal pre-treatment, in accordance with the findings of Murray et al. (2009). Recuperation (expressed in Gy) increases with increasing preheat temperature (Fig 3b), with the lowest value (0.11 ± 0.01 Gy, $n = 3$) being observed following a preheat at 190 °C. The lowest tested preheat temperature of 190 °C was chosen for further analyses in order to minimise recuperation and hence facilitate measurement of low natural doses. The suitability of this preheat temperature was validated with a dose-recovery test: six aliquots were bleached for 24 hours in a Hönle SOL2 solar simulator, three of which were measured for dose-recovery (given dose: ~1.7 Gy) and the remaining three the residual dose.

A typical decay curve and dose-response curve for this IRSL$_{50}$ (preheat 190 °C) signal is shown in Figure 3c. Data generated using this IRSL$_{50}$ (preheat 190 °C) protocol passed all per-
formance tests (recycling ratio, test dose error, and dose-recovery test within 10 % uncertainties), and the residual dose remaining after 24 hours of bleaching in the SOL2 solar simulator was determined to be 0.20 ± 0.01 Gy (n=3). The fading rate of the IRSL_{50} (preheat 190 °C) signal was determined to be of 2.9 ± 1.3 %/decade for sample JSH1-6.

4.2 Tests of the post-IR IRSL protocol

For the second approach, tests on the suitability of different temperatures in the post-IR IRSL protocol (Table 2b) followed the same procedure as described in section 4.1 for the IRSL_{50} signal. All post-IR IRSL measurements were preceded by an IRSL measurement at 50 °C, irrespective of preheat conditions. Preheat temperatures were tested in a range from 120 °C up to 240 °C, in steps of 20°C, plus an additional temperature of 255 °C (selected so that the post-IR IRSL_{225} signal that has been widely studied previously could be measured). All preheats were held for 10 s and were followed by post-IR IRSL measurements made at elevated temperatures that tracked the preheat temperature by -30 °C (termed the post-IR IRSL_{elev} signal). The duration of the preheat was chosen based on the protocol proposed by Madsen et al. (2011) for young samples. We checked for any isothermal thermoluminescence contribution to our IRSL signals by measuring the signal with no optical stimulation for 5 channels before optical stimulation started. No isothermal signal was found. For all measurements, the natural or regenerative dose signal (L_n) and test dose signal (T_x) preheat conditions are the same as each other.

For each preheat temperature examined, six aliquots were bleached for 24 hours in a Hönle SOL2 solar simulator. Three of these were used for a dose-recovery test (given dose: ~2.0 Gy) and the remaining three aliquots were used for measuring the residual dose.
### 4.2.1 IRSL$_{50}$ (pre-IR$_{elev}$) signal

The IRSL$_{50}$ (pre-IR$_{elev}$) signal shows no dependence of equivalent dose on preheat temperature (Fig. 4a), other than the size of the uncertainties on each equivalent dose determination typically increasing with increasing preheat temperature. The dose-recovery tests conducted at different temperatures suggest that the IRSL$_{50}$ (pre-IR$_{elev}$) signal can recover a dose within 1σ uncertainties for preheat temperatures of up to 160 °C (Fig 4d). For preheat temperatures ≥ 180 °C (Fig. 4c), the residual dose measured following 24 hours of bleaching in the SOL2 solar simulator increases with increasing preheat temperature. Taking the signal intensity, relative bleachability of signals (inferred from the residual dose values), recuperation and dose recovery test data into account (Figs. 4a-e), the IRSL$_{50}$ (pre-IR$_{130}$) protocol was identified as being suitable for further consideration in this study.

Is there any difference between data obtained using the IRSL$_{50}$ signal (protocol given in Table 2a) and the IRSL$_{50}$ (pre-IR$_{130}$) signal (protocol given in Table 2b) that might make one more suitable for dating than the other? Despite different preheat temperatures (i.e. 190 °C for the IRSL$_{50}$ protocol compared to 160 °C for the IRSL$_{50}$ (pre-IR$_{130}$) signal), the IRSL$_{50}$ luminescence signals measured within the post-IR IRSL$_{130}$ protocol are similar to the signals of the IRSL$_{50}$ protocol. Both signals are bright (1 mm aliquots yield several thousand counts per 0.8 s, e.g. Figs. 3c and 4e), and fading is identical within uncertainties ($g_{2\text{days}}$ values of 2.92 ± 1.26 [n = 3, sample JSH1-6] and 3.24 ± 1.26 %/decade [n = 3, JSH1-10] were measured for the IRSL$_{50}$ signal of two samples, and values for the IRSL$_{50}$ (pre-IR$_{130}$) signal varied between 1.84 ± 1.23 %/decade [n = 3, JSH1-13] to 3.17 ± 1.26 %/decade [n = 3, JSH1-10]). A mean of $g_{2\text{days}}$ 2.48 ± 0.52 %/decade was measured for the IRSL$_{50}$ (pre-IR$_{130}$) signal of all ex-
amined samples (n = 10). Measured residuals after 24 hours of bleaching in a SOL2 are
0.20 ± 0.01 Gy and 0.12 ± 0.04 Gy, for the IRSL50 and IRSL50 (pre-IR130) signal, respectively,
both measured on sample JSH1-6. These results indicate further resetting of the signal when
using the IRSL50 (pre-IR130). The recuperation of the IRSL50 (pre-IR130) signal (0.01 ± 0.00 Gy, n
= 3, Fig. 4b) is lower than the recuperation of the IRSL50 signal (0.11 ± 0.01 Gy, n=3, Fig. 3b).
In terms of age, this large difference in recuperation is equivalent to ~3 versus 30 years for
the IRSL50 (pre-IR130) and IRSL50 signals respectively, and could be significant for the samples
in this study, where young, high-precision ages are required to test against the historical
evidence for extreme wave events. Based on this evidence, the IRSL50 (pre-IR130) signal from
the post-IR IRSL protocol (Table 2b) seems the most appropriate, but do the post-IR IRSL
signals offer any advantage?

4.2.2 Post-IR IRSL_{elev} signal

Over the range of preheat and post-IR IRSL stimulation temperatures tested, the post-IR IRSL
signal intensity (Fig. 4j) is consistently an order of magnitude lower than either the IRSL50
signal reported in section 4.1 (Fig. 3c), or the IRSL50 (pre-IR_elev) signal measured as part of the
post-IR IRSL protocol (section 4.2.1, Fig. 4e). Dose-recovery ratios (DRR) obtained using the
post-IR IRSL_{elev} signal are within 10 % of unity (1σ uncertainty) for all preheat temperatures
up to 220 °C (except for 200 °C; Fig. 4i). The residual dose remaining following 24 hours of
bleaching with the SOL2 solar simulator shows a steady increase with increasing tempera-
ture, rising from 0 Gy to 2.33 Gy for the post-IR IRSL_{elev} signal (Fig. 4h).

The influence of charge carry-over on both signals, IRSL50 (pre-IR130) and post-IR IRSL130, was
observed by investigating changes in test dose sensitivity (Fig. 5). Larger variations in T_x/T_n of
the post-IR IRSL130 compared to the IRSL50 (pre-IR130) indicate a source of large recuperation
in the post-IR IRSL$_{130}$ signal by carried-over charge, similar to that described by Colarossi et al. (in press). Whilst this charge carry-over is significant for the post-IR IRSL$_{130}$, this second optical treatment (post-IR IRSL$_{elev}$) functions as an optical wash that removes any remaining charge from the IRSL$_{50}$ (pre-IR$_{130}$) signal. Particularly when dealing with very young samples, it is desirable to minimise thermal transfer in order to obtain more precise ages.

4.3 Selecting a protocol for equivalent dose determination

Based on the evidence described above, the post-IR IRSL$_{elev}$ signals are less appropriate for dating these young sediments than the IRSL$_{50}$ (pre-IR$_{130}$) signal, and so this latter signal was selected for equivalent dose determination. This decision is primarily based on the importance of minimising any residual signals or recuperation and was confirmed by measurements made on two samples collected from the current beach (JSH-MOD3 and and JSH-MOD4).

Multiple grain measurements yield unlogged central age model D$_e$ values of 0.14 ± 0.00 Gy for JSH-MOD3 (wet beach sample) and 0.23 ± 0.04 Gy for JSH-MOD4 (dry beach sample) using the IRSL$_{50}$ (pre-IR$_{130}$) signal. In contrast much higher values are seen using the post-IR IRSL$_{130}$ signal (0.8 ± 0.02 Gy, wet beach sample; 1.28 ± 0.21 Gy, dry beach sample). These results are in agreement with the residual dose values measured following 24 hours of bleaching within the SOL2 (for sample JSH1-6, Figs. 4c and 4h), and supports the decision to use the IRSL$_{50}$ (pre-IR$_{130}$) signal for dating.

5 Single-grain analysis
Samples from the current beach (JSH1-MOD3 and MOD4) give multiple grain $D_e$ values that are not zero, even though they were thought to have been exposed to daylight during the years preceding collection. Additionally, the sediment samples in this study are believed to be derived from energetic tsunami or storm activity where exposure to daylight will be very limited during the final stage of erosion and deposition. Therefore, $D_e$ determination using single-grains of feldspar was investigated so that heterogeneity of bleaching could be studied. The suitability of the measurement protocol was assessed by undertaking a dose recovery test, and single grain dose distributions were measured for all samples. Analysis of the shape of the $D_e$ distributions was then undertaken in order to decide which age model should be used for age calculation.

5.1 Single grain dose recovery tests

Dose recovery experiments using single-grain measurements were undertaken on three samples (JSH1-4, -6 and -10). The post-IR IRSL$_{130}$ protocol described in Table 2c was used, and data for the IRSL$_{50}$ (pre-IR$_{130}$) signal used for analysis. Grains were bleached in the SOL2 solar simulator for 24 hours prior to analysis. Two or three single grain discs had their $D_e$ measured without any additional dose, and two or three discs received a known laboratory dose of 1.098 Gy. After screening, between 101 and 163 $D_e$ values were obtained (Fig S-2). After subtraction of the dose measured in the grains that received no laboratory dose, the dose recovery ratios were $0.95 \pm 0.02, 0.94 \pm 0.02$ and $0.96 \pm 0.04$, well within the standard acceptance criteria of $1.00 \pm 0.10$. This dose recovery experiment shows that the protocol used for these IRSL$_{50}$ (pre-IR$_{130}$) measurements (Table 2c) is effective at recovering a known laboratory dose. In all cases the dose recovery data were overdispersed (JSH1-4: 10.2%;
JSH1-6: 11.7%; JSH1-10: 18.6%), similar to the value of 16.5% overdispersion observed by Reimann et al. (2012) when measuring a sample that had received a known gamma dose.

5.2 Single grain $D_e$ distributions

The same protocol used for the dose recovery test was then used for single grain measurements of the two samples collected from the current beach adjacent to the core site (Fig. 1b) and the ten samples collected from the two cores (Fig. 2). Examples of the dose distributions arising from these measurements are shown in Fig. 6, and data summarised in Table 3. All single grain equivalent dose distributions are provided in the supplementary material (Fig. S-3 and Fig. S-4).

For the natural signals measured, the $D_e$ distributions are generally unimodal (e.g. Fig. 6a), but increase in width (e.g. Fig. 6b) with increasing depth down-core. In addition, for some of the samples, there are a small number of grains which give slightly larger $D_e$ values compared to the overall distribution (e.g. Fig. 6c) and two samples (JSH1-2 and JSH1-20) where the range of $D_e$ values is much greater (Fig. 6d) and where $D_e$ values of many tens of Gray are found (e.g. JSH1-2 and JSH1-20; Fig. 6d). This may result from incomplete bleaching at deposition, but it is unclear whether this is also the explanation for the width of the distributions seen (e.g. Fig. 6b).

To explore the nature of the scatter in the single grain $D_e$ data, Fig. 7 plots the overdispersion (OD) as a function of the $D_e$ calculated with the unlogged central age model (CAM; Arnold et al., 2009; Fig. 7) for all 12 samples (Table 3). There is a linear relationship for all but two of the samples (JSH1-2 and JSH1-20, shown in red in Fig. 7); based on this trend these
two samples have higher overdispersion than would be expected for their $D_e$, and are the
samples, which exhibit a clear tail of grains with much higher $D_e$ values (e.g. Fig. 6d). The
unimodal nature of the other ten distributions and the linear increase in absolute overdis-
persion with age means that it is implausible that this overdispersion arises from incomplete
bleaching at deposition. This explanation would require that each sample was systematically
better-bleached at deposition than those laid-down by earlier events, and there is no reason
to expect such a pattern.

The slope of the line in Fig. 7 is 0.45, implying that the relative overdispersion (OD) increases
by 45 % of the $D_e$ value. This is higher than the OD value of 20 % typically expected from
well-bleached single grains of quartz (Arnold & Roberts, 2009), but there is little feldspar
single grain data with which to compare these results. The single grain dose recovery exper-
iments yielded overdispersion values between 10 and 19 %, and so OD values from samples
irradiated in nature would be expected to be at least this magnitude. In addition to the
sources of overdispersion that affect quartz, single grains of feldspar may have variable rates
of anomalous fading, or different K concentrations leading to variable internal doses. Neu-
dorf et al. (2012) observed high overdispersion (~38–47 %) in their single grain feldspar $D_e$
values, a subset of which were corrected for grain-specific fading rates, but could not cate-
gorically demonstrate whether this resulted from post-depositional mixing or some other
source. Smedley et al. (2016) working on glacial samples from the southern Andes suggested
that samples that had overdispersion values of 50 % or less had been well bleached. In light
of these results, the slope of 0.45 in Fig. 7 is not unreasonable as the best estimate for the
overdispersion characteristic of a well-bleached sample.
Fig. 7 shows that at least two of the samples have much higher OD than would be expected, and hence the minimum age model is applied in order to extract the most appropriate population for age calculation. For consistency, the same age model was used for all samples. Where samples are well bleached the MAM will yield similar results to the CAM.

5.3 Application of the minimum age model

An unlogged 3-parameter minimum age model (MAM; Arnold et al. 2009) was applied to all samples, using overdispersion values derived from the relationship shown in Fig. 7. The unlogged MAM requires that sigma-b (the overdispersion of aliquots or single grains which have been well bleached at deposition) be specified as an absolute dose (in Gy), not as a percentage as required for the logged MAM (Galbraith et al., 1999). Since the absolute over-dispersion of these samples seems to depend upon their D_e calculated for the sample (Fig. 7), an iterative approach was used. This involved calculating the OD value for each sample using the relationship shown in Fig. 7 and a D_e value calculated using the unlogged CAM. The OD value was then used as sigma-b to run the MAM model, yielding a new estimate of the D_e for the sample. This new estimate of D_e was then used to determine the OD from the relationship in Fig. 7, and this new value used to rerun the MAM. This iterative process rapidly converged (typically within 2 iterations) to stable values for the D_e and OD (Table 3). For most samples this process resulted in the inclusion of more than 95 % of the D_e values (Table 3), excluding a small number of very high D_e values, and hence confirming that most samples were homogeneously bleached. For the two youngest samples (JSH-MOD3 and –MOD4) a smaller proportion of grains was selected in this process, presumably because any incomplete bleaching at deposition will have a larger impact for younger samples.
The MAM $D_e$ values are broadly similar to the CAM values (Table 3), with the exception of the two samples with much higher OD values (Fig. 7), and the samples from the current beach. In these cases the MAM yields smaller $D_e$ values, as would be expected.

6 Results and discussion

6.1 Comparison with independent age control

Figure 8 shows the fading-corrected IRSL$_{50}$ (pre-IR$_{130}$) ages determined for the 10 samples collected from two adjacent cores in the Shirasuka lowlands; the equivalent dose ($D_e$) values underpinning all of these IRSL$_{50}$ (pre-IR$_{130}$) ages were obtained using a single method of $D_e$ distribution analysis, as outlined above (section 5). All data were corrected for anomalous fading using the average $g_{2\text{days}}$-value ($2.48 \pm 0.52 \%$/decade) obtained previously (section 4.2.1). Buylaert et al (2011) have shown that there is no improvement in precision by using aliquot-specific, or sample-specific fading rates. This approach is particularly appropriate in a geological setting where one would expect a similar provenance for all dated samples, as we interpret for the sediments in the cores studied here. The luminescence ages generated cover the age range from the $13^{th}$ century AD until the mid $20^{th}$ century AD (Table 4, Fig. 8) and are all in stratigraphic order. Although the central values for the ages of JSH1-6 and -7 (taken 15 cm apart in core JSH1/overlap, from within the same sand unit) are inverted, these samples are in agreement within the $1\sigma$ uncertainties shown, indicating rapid deposition and demonstrating the reproducibility of the luminescence analyses within this sand unit (Fig. 8).

The accuracy of the luminescence results can be assessed by comparing the ages with those obtained from radiocarbon dating of wood, and with aerial photography. The first comparison is provided by data from Garrett et al. (accepted) who investigated cores taken adjacent
to those used for luminescence dating in the present study. They obtained calibrated radiocarbon ages on wood from above (AD 1282–1399) and below (AD 1040–1262) the sedimentary unit of sample JSH1-20 in sediment core JSH1b/full. The IRSL\textsubscript{50} (pre-IR\textsubscript{130}) age of AD 1390 (± 64 a) for JSH1-20 is consistent with these age estimates (Fig. 8).

A second comparison is for sample JSH1-2 at a depth of 47–53 cm, which is thought to be related to a landslide from the terrace immediately behind the coring site arising from an intense earthquake in AD 1944. The landslide is recorded on aerial photography of the region in AD 1947 (Garrett et al., accepted). The IRSL\textsubscript{50} (pre-IR\textsubscript{130}) age of AD 1950 (± 8 a) would support this interpretation. It is interesting to note that this sample has an overdispersion that is higher than would be expected (Fig. 7); this too is consistent with its origin from landsliding. The agreement of the luminescence ages with independent age estimates, and the low residual doses seen in the two beach samples (0.03 ± 0.01 Gy for JSH-MOD3 and 0.12 ± 0.02 Gy for JSH–MOD4, Table 3) implies that when using the IRSL\textsubscript{50} (pre-IR\textsubscript{130}) signal from single grains residual signals and thermal transfer are not major impediments (cf. Li et al., 2017).

**6.2 Integration with historical records and previous studies**

The sedimentary record of the Shirasuka lowlands reveals a complex stratigraphy with laterally discontinuous sand sheets, reflecting deposition by extreme wave events. Radiocarbon dates published by Komatsubara et al. (2008) and Fujiwara et al. (2006) constrain the extreme wave event sedimentary record of the Shirasuka lowlands to be younger than AD 1200. From AD 1200 onwards, at least six earthquakes and subsequent tsunamis occurred in
segment C, D and E (Fig. 1a; Garrett et al., 2016). Additionally, large storm surges were reported to have inundated the lowlands several times (Komatsubara et al., 2008).

Lateral discontinuity between the sand layers recorded in cores taken from this site has previously been described by Komatsubara et al. (2008), and this lateral discontinuity is also noted in this study for cores JSH1b/full and JSH1/overlap even though they are only 0.5 m apart (Fig. 2). However, correlation between the two cores in the present study, and potential links to the record of Komatsubara et al. (2008), can be aided by the luminescence ages generated (Fig. 8). The lowermost sand unit in JSH1b/full (Fig. 2 and Fig. 8) is radiocarbon dated to AD 1040–1262 and is identified as the former beach (Garrett et al., accepted). A minimum age for sand unit 4 in JSH1b/full is given by the radiocarbon age (AD 1282–1399; sampled in sediment core JSH1b/full, see Fig. 8) of plant macrofossils (Garrett et al. accepted), and IRSL$_{50}$ (pre-IR$_{130}$) ages of AD 1291 ± 78 a (sample JSH1-18, core JSH1/overlap), AD 1364 ± 72 a (sample JSH1-16, core JSH1/-overlap) and AD 1390 ± 64 a (sample JSH1-20; core JSH1-b/full) overlap within 1-2σ uncertainties. Sand 4 (Fig. 2 and Fig. 8) in each core can be correlated on the basis of age with unit A of Komatsubara et al. (2008), which they date to AD 1270–1360 using radiocarbon dating, and which they interpret to be derived from terrace material based upon the mica content. The luminescence ages for sand unit 4 containing JSH1-18, JSH1-16 and -20 (AD 1291 ± 78 a, AD 1364 ± 72 a and AD 1390 ± 64 a) are consistent with the Kōan (also known as Shōhei) earthquake and tsunami, which occurred in AD 1361. Based on the historical documents, this earthquake has so far been interpreted as a rupture of the western segments of the Nankai trough (segment A and B). Ishibashi (2004) mentioned the possibility of a synchronous rupture of the eastern and western segments of the Nankai Trough in 1361, or even the possibility of a separate rupture of the eastern seg-
ments two days prior to the earthquake of the segments A and B (Ishibashi and Satake, 1998; Ishibashi, 2014). No tsunami deposits in the eastern Nankai region have been reported from this event, but this sand sheet could give the first evidence for tsunami inundation in this region.

Sand 3 (Figs. 2 and 8) has little chronological control from this study, making correlation between cores on the basis of chronology impracticable. However, sample JSH1-13 from core JSH1/full yields a date of AD 1515 (± 50 a), which correlates well with the Meiō tsunami of AD 1498 (Komatsubara et al.’s unit B). Komatsubara et al. (2008) also correlated their Unit B with the Meiō tsunami on the basis of radiocarbon dating of their core (Fig. 8; AD 1390–1500; Komatsubara et al. 2008), taken ~20 m away from the cores in this study. Inundation of the Enshu-nada coastline by the Meiō tsunami has already been demonstrated (e.g. Fujisawa et al., 2013), making it a reasonable assumption to find some evidence of this event preserved in the Shirasuka lowlands stratigraphy.

Continuing upward through the sequences of the two cores, the next dated sand unit (sand 2) in each case contains samples JSH1-10 (from core JSH1/full) and JSH1-6 and -7 (from core JSH1/overlap). The three luminescence ages obtained (AD 1610 (± 44 a), AD 1577 (± 64 a) and AD 1614 (± 39 a), respectively) are tightly clustered, and can be correlated with unit C of Komatsubara et al. (2008), which they associated with the AD 1605 Keichō tsunami. The three luminescence ages provide a much more precise association with this event than the radiocarbon ages of Komatsubara et al. (2008) which gave a wide envelope for the age of their Unit C ranging from 1440 to 1640 AD. Sample JSH1-9 comes from the finer deposit that caps this sand unit in core JSH1/full, but was later interpreted to be a rip-up clast. The date
of AD 1648 (± 42 a) is also consistent with the underlying sand originating from the AD 1605 tsunami. The age of JSH1-9, and the presence of this fine unit between two sand units in core JSH1-full, also implies that the overlying sand units probably relate to a different event. Indeed, the date of AD 1763 (± 23 a) for JSH1-4, taken from the uppermost part of sand unit 2, is statistically distinct from the ages obtained for the lower part of sand unit 2 (which contains JSH-6 and -7), suggesting that unit 2 records two discrete events (labelled 2a and 2b on Fig. 8). It is not immediately obvious what historical event unit 2a correlates with, or which unit of Komatsubara et al. (2008) it might correspond to (i.e. Unit D, E or F), if any. The extreme wave event closest in time is the 1707 Hōei tsunami, although the luminescence age is ~2.5 standard deviations from this event. Interestingly, the AD 1751 Concepción (Chile) tsunami also lies within the age range from luminescence dating (AD 1763 ± 23 a), and is known to have crossed the Pacific and inundated parts of the Japanese coastline (e.g. Sendai and Wakayama; Atwater et al., 2015); however, there is no historical evidence for inundation along the Enshu-nada coast at this time (Watanabe, 1998).

As discussed previously, JSH1-2, the uppermost sand unit in core JSH1/full, gave a luminescence age of AD 1950 (± 8 a) and this correlates well with the AD 1944 Tōnankai earthquake that affected this region. Although this AD 1944 earthquake caused a tsunami, its wave height (~0.9 m) was too small to overwash the coastal dune. Komatsubara et al. (2008) used radiocarbon dating to constrain their Unit G with which this correlates, describing it as being derived from terrace material, but a radiocarbon plateau at this time meant that the age constraints were very limited (younger than 1800–1930 AD). The luminescence age in the present study (Table 3, Fig. 8) provides a much tighter constraint on the timing of emplacement of this sand unit.
7 Summary and conclusions

This study tested the suitability of luminescence dating to constrain the age of young (< 1000 years) extreme wave event deposits from the Shirasuka lowlands, Japan. Unsurprisingly, and in accordance to other studies, quartz was found to be unsuitable for dating. Coarse grains of alkali-feldspar were tested and subsequently used for dating. The IRSL$_{50}$ signal measured as part of a post-IR$_{50}$ IRSL$_{130}$ protocol was found to be most suitable for dating these deposits.

The degree of bleaching of the Shirasuka sediment samples taken for luminescence dating was assessed by examining single coarse-grains of alkali-feldspars. The IRSL$_{50}$ (pre-IR$_{130}$) single grain distributions were surprisingly well-bleached, given the expectation that these were taken from extreme wave event deposits. Nevertheless, each sample contained a small proportion of grains with larger-than-expected D$_e$ values, and for each sample the overdispersion values typically scaled with the D$_e$ value. The unlogged minimum age model was therefore applied to the D$_e$ data from these young sediments, using a novel iterative method for estimating the absolute overdispersion value (in Gy). This approach enabled a single method of D$_e$ distribution analysis to be applied to all samples in this study, and resulted in fading-corrected IRSL$_{50}$ (pre-IR$_{130}$) ages which that were both internally consistent, and that could also be correlated to other evidence for extreme wave events in this region, including the historical record and independent dating evidence.
The fading-corrected IRSL$_{50}$ (pre-IR$_{130}$) ages demonstrate that the two cores in this study span the historical record of extreme wave event deposits in this region. The luminescence ages also demonstrate that it is possible to differentiate between individual events that occurred within the past 800 years. These IRSL$_{50}$ (pre-IR$_{130}$) ages can be linked to the presence and impact of tsunamis in AD 1361, AD 1498, and AD 1605, and also to a slope failure driven by the AD 1944 Tōnankai earthquake. The absence of sand layers driven by other major known extreme wave events in this region, such as the AD 1707 Hōei tsunami and the AD 1854 Ansei-Tōnankai earthquake and tsunami events, is potentially due to issues of preservation such as lateral discontinuity of the sand sheets.

In some cases, the luminescence dates generated in this study constrain the extreme wave event units more precisely than the radiocarbon dating, due to plateau within the $^{14}$C-calibration curve around the time of interest. This study highlights the great potential for using luminescence dating, including using a signal from feldspars, to date even young extreme wave event deposits in both this region, and potentially elsewhere.
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single and multiple grains of quartz from Jinmium Rock Shelter, Northern Australia:


Rate given here was calculated using all layers influencing the luminescence samples, according to Aitken (1985).

<table>
<thead>
<tr>
<th>Core</th>
<th>Lab Code</th>
<th>Depth (cm)</th>
<th>% K (ppm)</th>
<th>Th (ppm)</th>
<th>U (ppm)</th>
<th>Multi-layer dose rate (Gy/ka)</th>
<th>Cosmic dose rate (Gy/ka)</th>
<th>Internal K% Water (ppm)</th>
<th>Cosmic dose rate (Gy/ka)</th>
<th>Internal K% Water (ppm)</th>
<th>Cosmic dose rate (Gy/ka)</th>
<th>Internal K% Water (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>JSH1</td>
<td>OL</td>
<td>0.02</td>
<td>4.06 ± 0.99</td>
<td>3.84 ± 0.26</td>
<td>0.17 ± 0.02</td>
<td>0.20 ± 0.02</td>
<td>0.15 ± 0.14</td>
<td>0.17 ± 0.04</td>
<td>0.15 ± 0.14</td>
<td>0.17 ± 0.04</td>
<td>0.15 ± 0.14</td>
<td>0.17 ± 0.04</td>
</tr>
<tr>
<td>JSH1</td>
<td>OL</td>
<td>0.06</td>
<td>2.04 ± 0.16</td>
<td>2.15 ± 0.15</td>
<td>0.25 ± 0.03</td>
<td>0.29 ± 0.03</td>
<td>0.20 ± 0.16</td>
<td>0.25 ± 0.03</td>
<td>0.25 ± 0.03</td>
<td>0.25 ± 0.03</td>
<td>0.25 ± 0.03</td>
<td>0.25 ± 0.03</td>
</tr>
<tr>
<td>JSH1</td>
<td>OL</td>
<td>0.25</td>
<td>5.56 ± 0.13</td>
<td>5.35 ± 0.12</td>
<td>0.57 ± 0.03</td>
<td>0.61 ± 0.03</td>
<td>0.57 ± 0.12</td>
<td>0.61 ± 0.03</td>
<td>0.61 ± 0.03</td>
<td>0.61 ± 0.03</td>
<td>0.61 ± 0.03</td>
<td>0.61 ± 0.03</td>
</tr>
<tr>
<td>JSH1</td>
<td>OL</td>
<td>0.69</td>
<td>1.57 ± 0.12</td>
<td>1.68 ± 0.11</td>
<td>0.15 ± 0.02</td>
<td>0.17 ± 0.02</td>
<td>0.15 ± 0.12</td>
<td>0.17 ± 0.02</td>
<td>0.17 ± 0.02</td>
<td>0.17 ± 0.02</td>
<td>0.17 ± 0.02</td>
<td>0.17 ± 0.02</td>
</tr>
<tr>
<td>JSH1</td>
<td>OL</td>
<td>1.12</td>
<td>2.00 ± 0.18</td>
<td>2.11 ± 0.17</td>
<td>0.20 ± 0.02</td>
<td>0.23 ± 0.02</td>
<td>0.20 ± 0.18</td>
<td>0.23 ± 0.02</td>
<td>0.23 ± 0.02</td>
<td>0.23 ± 0.02</td>
<td>0.23 ± 0.02</td>
<td>0.23 ± 0.02</td>
</tr>
<tr>
<td>JSH1</td>
<td>OL</td>
<td>1.57</td>
<td>2.20 ± 0.40</td>
<td>2.31 ± 0.39</td>
<td>0.20 ± 0.02</td>
<td>0.23 ± 0.02</td>
<td>0.20 ± 0.40</td>
<td>0.23 ± 0.02</td>
<td>0.23 ± 0.02</td>
<td>0.23 ± 0.02</td>
<td>0.23 ± 0.02</td>
<td>0.23 ± 0.02</td>
</tr>
<tr>
<td>JSH1</td>
<td>OL</td>
<td>1.94</td>
<td>3.07 ± 0.51</td>
<td>3.18 ± 0.50</td>
<td>0.20 ± 0.02</td>
<td>0.23 ± 0.02</td>
<td>0.20 ± 0.51</td>
<td>0.23 ± 0.02</td>
<td>0.23 ± 0.02</td>
<td>0.23 ± 0.02</td>
<td>0.23 ± 0.02</td>
<td>0.23 ± 0.02</td>
</tr>
<tr>
<td>JSH1</td>
<td>OL</td>
<td>2.31</td>
<td>3.91 ± 0.33</td>
<td>4.02 ± 0.32</td>
<td>0.20 ± 0.02</td>
<td>0.23 ± 0.02</td>
<td>0.20 ± 0.33</td>
<td>0.23 ± 0.02</td>
<td>0.23 ± 0.02</td>
<td>0.23 ± 0.02</td>
<td>0.23 ± 0.02</td>
<td>0.23 ± 0.02</td>
</tr>
<tr>
<td>JSH1</td>
<td>OL</td>
<td>2.66</td>
<td>4.06 ± 0.33</td>
<td>4.17 ± 0.32</td>
<td>0.20 ± 0.02</td>
<td>0.23 ± 0.02</td>
<td>0.20 ± 0.33</td>
<td>0.23 ± 0.02</td>
<td>0.23 ± 0.02</td>
<td>0.23 ± 0.02</td>
<td>0.23 ± 0.02</td>
<td>0.23 ± 0.02</td>
</tr>
<tr>
<td>JSH1</td>
<td>OL</td>
<td>2.94</td>
<td>0.15 ± 0.02</td>
<td>0.17 ± 0.02</td>
<td>0.15 ± 0.14</td>
<td>0.17 ± 0.04</td>
<td>0.15 ± 0.14</td>
<td>0.17 ± 0.04</td>
<td>0.15 ± 0.14</td>
<td>0.17 ± 0.04</td>
<td>0.15 ± 0.14</td>
<td>0.17 ± 0.04</td>
</tr>
<tr>
<td>JSH1</td>
<td>OL</td>
<td>3.00</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Notes:
- A single dosimetry sample was measured for JSH-6 and JSH-7 due to their close proximity.
- An alpha efficiency value of 0.7 ± 0.03 was used (see Supplementary Information for methods used to determine alpha-efficiency).
- Measured water content was used for each sample, but for dose rate calculations a value of 10 ± 2% was assumed, resulting in an internal beta dose of 0.54 ± 0.16 Gy/ka.
(a) IRSL\textsubscript{50} - MG

<table>
<thead>
<tr>
<th>Step</th>
<th>Treatment</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Regenerative dose</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Preheat at 190°C for 10 s</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>IRSL Measurement (diodes) at 50 °C for 200 s</td>
<td>L\textsubscript{x}</td>
</tr>
<tr>
<td>4</td>
<td>Test dose</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Preheat at 190°C for 10 s</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>IRSL Measurement (diodes) at 50 °C for 200 s</td>
<td>T\textsubscript{x}</td>
</tr>
</tbody>
</table>

(b) Post-IR IRSL - MG

<table>
<thead>
<tr>
<th>Step</th>
<th>Treatment</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Regenerative dose</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Preheat at 160°C for 10 s</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>IRSL Measurement (diodes) at 50 °C for 200 s</td>
<td>L\textsubscript{x1}</td>
</tr>
<tr>
<td>4</td>
<td>IRSL Measurement (diodes) at 130 °C for 200 s</td>
<td>L\textsubscript{x2}</td>
</tr>
<tr>
<td>5</td>
<td>Test dose</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Preheat at 160°C for 10 s</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>IRSL Measurement (diodes) at 50 °C for 200 s</td>
<td>T\textsubscript{x1}</td>
</tr>
<tr>
<td>8</td>
<td>IRSL Measurement (diodes) at 130 °C for 200 s</td>
<td>T\textsubscript{x2}</td>
</tr>
</tbody>
</table>

(c) Post-IR IRSL - SG

<table>
<thead>
<tr>
<th>Step</th>
<th>Treatment</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Regenerative dose</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Preheat at 160°C for 10 s</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>IRSL Measurement (laser) at 50 °C for 2 s</td>
<td>L\textsubscript{x1}</td>
</tr>
<tr>
<td>4</td>
<td>IRSL Measurement (laser) at 130 °C for 2 s</td>
<td>L\textsubscript{x2}</td>
</tr>
<tr>
<td>5</td>
<td>Test dose</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Preheat at 160°C for 10 s</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>IRSL Measurement (laser) at 50 °C for 2 s</td>
<td>T\textsubscript{x1}</td>
</tr>
<tr>
<td>8</td>
<td>IRSL Measurement (laser) at 130 °C for 2 s</td>
<td>T\textsubscript{x2}</td>
</tr>
</tbody>
</table>

Table 2: Measurement protocols used. MG = multiple grains, SG = single grains.
### Table 3: Single grain equivalent dose data for the two samples from the modern beach and the 10 samples from the two cores. $D_e$ values were obtained using the IRSL$_{50}$ (pre-IR$_{130}$) signal of the post-IR IRSL protocol (Table 2c). The number of $D_e$ values (n) that passed acceptance criteria is shown, along with the unlogged CAM $D_e$, and the overdispersion calculated for the entire $D_e$ data set for each sample.

<table>
<thead>
<tr>
<th>Sample</th>
<th>n</th>
<th>CAM $D_e$ (Gy)</th>
<th>CAM OD (Gy)</th>
<th>Calc. OD (Gy)$^a$</th>
<th>Iterated OD (Gy)$^b$</th>
<th>MAM $D_e$ (Gy)</th>
<th>Proportion of $D_e$ values included$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>JSH-MOD3</td>
<td>249</td>
<td>0.11 ± 0.01</td>
<td>0.17</td>
<td>0.13</td>
<td>0.09</td>
<td>0.03 ± 0.01</td>
<td>0.64</td>
</tr>
<tr>
<td>JSH-MOD4</td>
<td>198</td>
<td>0.18 ± 0.02</td>
<td>0.23</td>
<td>0.16</td>
<td>0.13</td>
<td>0.12 ± 0.02</td>
<td>0.89</td>
</tr>
<tr>
<td>JSH1-2</td>
<td>240</td>
<td>1.14 ± 0.25</td>
<td>3.81</td>
<td>0.59</td>
<td>0.17</td>
<td>0.21 ± 0.02</td>
<td>0.84</td>
</tr>
<tr>
<td>JSH1-4</td>
<td>171</td>
<td>0.90 ± 0.04</td>
<td>0.52</td>
<td>0.48</td>
<td>0.45</td>
<td>0.82 ± 0.04</td>
<td>0.96</td>
</tr>
<tr>
<td>JSH1-6</td>
<td>110</td>
<td>1.47 ± 0.06</td>
<td>0.63</td>
<td>0.74</td>
<td>0.74</td>
<td>1.47 ± 0.18</td>
<td>1.00</td>
</tr>
<tr>
<td>JSH1-7</td>
<td>107</td>
<td>1.34 ± 0.07</td>
<td>0.65</td>
<td>0.68</td>
<td>0.67</td>
<td>1.30 ± 0.07</td>
<td>0.98</td>
</tr>
<tr>
<td>JSH1-9</td>
<td>90</td>
<td>1.16 ± 0.05</td>
<td>0.41</td>
<td>0.60</td>
<td>0.60</td>
<td>1.17 ± 0.10</td>
<td>1.00</td>
</tr>
<tr>
<td>JSH1-10</td>
<td>85</td>
<td>1.52 ± 0.10</td>
<td>0.88</td>
<td>0.77</td>
<td>0.68</td>
<td>1.37 ± 0.09</td>
<td>0.95</td>
</tr>
<tr>
<td>JSH1-13</td>
<td>114</td>
<td>1.59 ± 0.08</td>
<td>0.75</td>
<td>0.80</td>
<td>0.75</td>
<td>1.51 ± 0.08</td>
<td>0.97</td>
</tr>
<tr>
<td>JSH1-16</td>
<td>130</td>
<td>1.57 ± 0.07</td>
<td>0.70</td>
<td>0.79</td>
<td>0.76</td>
<td>1.50 ± 0.07</td>
<td>0.98</td>
</tr>
<tr>
<td>JSH1-18</td>
<td>111</td>
<td>2.01 ± 0.12</td>
<td>1.20</td>
<td>0.99</td>
<td>0.87</td>
<td>1.76 ± 0.09</td>
<td>0.94</td>
</tr>
<tr>
<td>JSH1-20</td>
<td>104</td>
<td>2.19 ± 0.27</td>
<td>2.70</td>
<td>1.07</td>
<td>0.86</td>
<td>1.74 ± 0.09</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Notes:

a) The calculated OD is the value derived for each sample from the relationship shown in Fig. 7.
b) The iterated OD is the final value of OD obtained after applying the procedure described in section 5.3

c) The $p_0$ parameter obtained from the minimum age model
### Table 4: Fading rates, $D_e$ values, dose rates and ages for the 10 samples from the cores. $D_e$ values were obtained using the IRSL$_{50}$ (pre-IR$_{130}$) signal of the post-IR IRSL protocol (Table 2c).

<table>
<thead>
<tr>
<th>Sample</th>
<th>Fading (g, days, %/decade)</th>
<th>MAM $D_e$ (Gy)</th>
<th>Dose Rate (Gy/ka)</th>
<th>Fading corrected age (a)$^a$</th>
<th>Date (AD)$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>JSH1-2</td>
<td>2.72 ± 1.24</td>
<td>0.21 ± 0.02</td>
<td>3.83 ± 0.31</td>
<td>65 ± 8</td>
<td>1950 ± 8</td>
</tr>
<tr>
<td>JSH1-4</td>
<td>2.52 ± 1.24</td>
<td>0.82 ± 0.04</td>
<td>3.92 ± 0.27</td>
<td>252 ± 23</td>
<td>1763 ± 23</td>
</tr>
<tr>
<td>JSH1-6</td>
<td>3.09 ± 1.31</td>
<td>1.47 ± 0.18</td>
<td>4.06 ± 0.33</td>
<td>438 ± 64</td>
<td>1577 ± 64</td>
</tr>
<tr>
<td>JSH1-7</td>
<td>2.07 ± 1.27</td>
<td>1.30 ± 0.07</td>
<td>3.91 ± 0.30</td>
<td>401 ± 39</td>
<td>1614 ± 39</td>
</tr>
<tr>
<td>JSH1-9</td>
<td>2.84 ± 1.25</td>
<td>1.17 ± 0.10</td>
<td>3.82 ± 0.26</td>
<td>367 ± 42</td>
<td>1648 ± 42</td>
</tr>
<tr>
<td>JSH1-10</td>
<td>3.17 ± 1.26</td>
<td>1.37 ± 0.09</td>
<td>4.06 ± 0.34</td>
<td>405 ± 44</td>
<td>1610 ± 44</td>
</tr>
<tr>
<td>JSH1-13</td>
<td>1.84 ± 1.23</td>
<td>1.51 ± 0.08</td>
<td>3.65 ± 0.31</td>
<td>500 ± 50</td>
<td>1515 ± 50</td>
</tr>
<tr>
<td>JSH1-16</td>
<td>1.91 ± 1.24</td>
<td>1.50 ± 0.07</td>
<td>2.80 ± 0.26</td>
<td>651 ± 72</td>
<td>1364 ± 72</td>
</tr>
<tr>
<td>JSH1-18</td>
<td>1.86 ± 1.23</td>
<td>1.76 ± 0.09</td>
<td>2.95 ± 0.27</td>
<td>724 ± 78</td>
<td>1291 ± 78</td>
</tr>
<tr>
<td>JSH1-20</td>
<td>2.76 ± 1.25</td>
<td>1.74 ± 0.09</td>
<td>3.37 ± 0.29</td>
<td>625 ± 64</td>
<td>1390 ± 64</td>
</tr>
</tbody>
</table>

**Notes:**

- **a)** Ages have been fading corrected using the average fading rate of 2.48 ± 0.52 %/decade.
- **b)** Dates have been calculated using a datum of AD 2015 when the samples were collected.
Figure Captions:

Fig. 1. Geographical and tectonic setting of the Shirasuka lowlands. (a) Geographical location of the broader study area, tectonic situation and geographical position of the Shirasuka lowlands (source: GeoMapApp [http://www.geomapapp.org]; (b) sampling locations of modern beach sediments (JSH-MOD3 from the wet beach, and JSH–MOD4 from the dry beach) and the various sediment cores discussed in the text (source: Google Earth, Terra Metrics, image taken on 27th February 2017).

Fig. 2. Sediment cores JSH1b/full and JSH1/overlap taken for this study. Four sand layers (labelled 1 to 4) are observed, and units 2, 3 and 4 can be correlated between the two cores. Location of dosimetry, OSL and radiocarbon samples (from Garrett et al., accepted) in the cores are given.

Fig. 3. Preheat plateau test results (values are arithmetic mean and standard deviation of three aliquots per temperature), signals and dose response curves for the IRSL$_{50}$ protocol (Table 2a).

Fig. 4. Preheat plateau test results (values are arithmetic mean and standard deviation of three aliquots per temperature), including dose recovery ratios (DRR), residuals, signals and dose-response curves of feldspars. (a-e) for the IRSL$_{50}$ (pre-IR$_{elev}$) signal within a pIR-IRSL protocol; (f-j) for the post-IR IRSL$_{elev}$ signal within the same protocol. Decay curves and dose-
response curves are shown for the highlighted preheat temperatures, which were also used for D_e determination.

Fig. 5. Changes in response to the test dose during a SAR sequence for the IRSL_{50} (Table 2a), IRSL_{50} (pre-IR_{130}) and the post-IR IRSL_{130} signals (Table 2b and c, respectively). The regenerative doses given in cycles 1 to 6 were 0.6, 1.2, 1.8, 2.6, 0.0 and 1.2 Gy respectively.

Fig. 6. Single grain dose distribution, shown as a Kernel Density Estimate (KDE) plot for (a) JSH-MOD3, (b) JSH1-9, (c) JSH1-6 and (d) JSH1-2. Note the different x-axis scale in (d).

Fig. 7. Relationship between equivalent dose and the overdispersion (both calculated using the unlogged CAM) of the 12 single grain D_e data sets. The fitted line has a slope of 0.45 and an intercept of 0.08 Gy.

Fig. 8. Stratigraphy and chronology based on IRSL_{50} (pre-IR_{130}) ages for the Shirasuka low-lands, in comparison to previous results by Komatsubara et al. (2008). Sand layers 1, 2, 3 and 4 identified in Fig. 2 are shown. Based on the IRSL ages, unit 2 is thought to represent two closely spaced events (2a and 2b). Letters A to G are sands related to events identified by Komatsubara et al. (2008). The presented radiocarbon ages are published in Garrett et al. (accepted).
Supplementary Material

Quartz OSL measurements

Instrumentation for quartz luminescence measurements

Quartz luminescence measurements were performed on a Risø TL/OSL DA 20 reader equipped with a $^{90}$Sr/$^{90}$Y beta source delivering $\sim 0.0837$ Gy/s at the sample position, blue LEDs (470Å nm) and a Hoya U340 filter (7.5 mm) at the Cologne Luminescence Lab (CLL).

The measurement procedure followed the single- aliquot regenerative dose (SAR) protocol (Murray & Wintle, 2003). Aliquots were preheated to 180 °C for 10 s and stimulated at 125 °C for 40 s for Lx determination. Tx was determined by heating to a temperature of 160 °C with immediate cooling, and stimulating for 40 s at 125 °C. The SAR procedure included seven regenerative cycles, including zero dose measurement, regenerative cycle, and a test for IR sensitivity (IR LED stimulation for 40 s at 50°C; Duller, 2003).

Mineralogical investigations

X-ray diffraction was performed for etched quartz grains of selected samples to check for feldspar contamination. For this, etched quartz grains were ground to a homogenous powder and mounted on PVC slides. A Powder X-Ray Diffractometer (Siemens D 5000) with a fixed focal distance of 0.5 mm was used for the mineralogical analysis. The sample was measured at 5–75° 2θ in 0.05° steps, 10 s/degree. The Cu-K-α source operated at 40 keV and 40 mA. The data were analysed using the DiffracPlus EVA software package (Bruker AXS, Berlin, Germany). Raster electron microscopy (REM) was performed at the Institute of Geology, University of Cologne, with a CamScan 44 Editior and an EDX-microprobe.
Evaluating quartz luminescence measurements

The OSL decay curves of all measured quartz samples reveal relatively low signal intensities for both the natural and regenerative dose signals (Fig. S1). Continuous wave optically stimulated luminescence (CW-OSL) curve fitting demonstrates the absence of a fast component. Instead, high signal intensities as a response to IR stimulation indicate feldspar contamination. However, none of the quartz grains produced any signal significantly different from the background level when exposed to green laser (532 nm) stimulation, and XRD as well as REM measurements indicate pure quartz extracts (Fig. S1). Therefore, we infer that feldspar contamination does not affect the samples. Other studies of quartz from Japan (e.g. Tsukamoto et al., 2003; Tamura et al., 2015) have also observed that the signal is often weak and inappropriate for dating.

Alpha efficiency

For the determination of the alpha-efficiency the heating procedure of Kreutzer et al (2014) was used. Therefore, fine grain (4–11 µm) aliquots were heated to 450 °C by conducting a TL measurement on a Risø TL/OSL DA 20 reader, and subsequently alpha irradiated (calibrated source delivering ~0.197 Gy/s) in a Lexsyg Research instrument. Afterwards, the equivalent dose was measured on a Risø TL/OSL DA 20 reader with a $^{90}$Sr/$^{90}$Y beta source delivering ~0.076 Gy/s.

Alpha efficiency was determined as 0.072 ± 0.003 for the IRSL$_{50}$ (pre-IR$_{130}$) signal and as 0.095 ± 0.008 for the post-IR IRSL$_{130}$ signal, based on measurements of two samples (JSH1-4 and JSH1-10). The values are in good agreement with the values presented by Kreutzer et al. (2014), who also observed a difference between the a-value for IRSL$_{50}$ and post-IR IRSL sig-
nals. The a-values after heating presented by Kreutzer et al. (2014) range from 0.072 ± 0.001 to 0.079 ± 0.001 for the IRSL$_{50}$ and from 0.104 ± 0.002 to 0.118 ± 0.002 for the post-IRIRSL$_{225}$. The difference between the a-value for the post-IR IRSL$_{130}$ signal (this study) and the a-value for the post-IRIRSL$_{225}$ signal (Kreutzer et al., 2014) might be caused by the temperature difference of the preheat and the post-IR IRSL stimulation.
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Table 5.1: Results of gamma spectrometry and water content determination.

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>Water content (meas. %)</th>
<th>K (%)</th>
<th>Th (ppm)</th>
<th>U (ppm)</th>
<th>Relative OSR sample</th>
<th>Depth below surface (cm)</th>
<th>Dosemetry</th>
<th>Sediment content</th>
</tr>
</thead>
<tbody>
<tr>
<td>JSH1a</td>
<td>0.59 ± 0.02</td>
<td>1.67</td>
<td>0.04</td>
<td>0.04</td>
<td>JSH1b</td>
<td>1.34 ± 0.14</td>
<td>0.14</td>
<td>1.24 ± 0.12</td>
</tr>
<tr>
<td>JSH1b</td>
<td>0.19 ± 0.10</td>
<td>0.94</td>
<td>1.06</td>
<td>1.06</td>
<td>JSH1a</td>
<td>0.13 ± 0.12</td>
<td>0.13</td>
<td>1.13 ± 0.12</td>
</tr>
<tr>
<td>JSH1c</td>
<td>2.69 ± 0.14</td>
<td>0.84</td>
<td>0.14</td>
<td>0.14</td>
<td>JSH1d</td>
<td>0.12 ± 0.12</td>
<td>0.12</td>
<td>1.12 ± 0.12</td>
</tr>
<tr>
<td>JSH1d</td>
<td>1.09 ± 0.10</td>
<td>0.13</td>
<td>0.03</td>
<td>0.03</td>
<td>JSH1e</td>
<td>0.11 ± 0.12</td>
<td>0.11</td>
<td>1.11 ± 0.12</td>
</tr>
<tr>
<td>JSH1e</td>
<td>0.19 ± 0.10</td>
<td>0.94</td>
<td>1.06</td>
<td>1.06</td>
<td>JSH1f</td>
<td>0.13 ± 0.12</td>
<td>0.13</td>
<td>1.13 ± 0.12</td>
</tr>
<tr>
<td>JSH1f</td>
<td>2.69 ± 0.14</td>
<td>0.84</td>
<td>0.14</td>
<td>0.14</td>
<td>JSH1g</td>
<td>0.12 ± 0.12</td>
<td>0.12</td>
<td>1.12 ± 0.12</td>
</tr>
<tr>
<td>JSH1g</td>
<td>1.09 ± 0.10</td>
<td>0.13</td>
<td>0.03</td>
<td>0.03</td>
<td>JSH1h</td>
<td>0.11 ± 0.12</td>
<td>0.11</td>
<td>1.11 ± 0.12</td>
</tr>
<tr>
<td>JSH1h</td>
<td>0.19 ± 0.10</td>
<td>0.94</td>
<td>1.06</td>
<td>1.06</td>
<td>JSH1i</td>
<td>0.13 ± 0.12</td>
<td>0.13</td>
<td>1.13 ± 0.12</td>
</tr>
<tr>
<td>JSH1i</td>
<td>2.69 ± 0.14</td>
<td>0.84</td>
<td>0.14</td>
<td>0.14</td>
<td>JSH1j</td>
<td>0.12 ± 0.12</td>
<td>0.12</td>
<td>1.12 ± 0.12</td>
</tr>
<tr>
<td>JSH1j</td>
<td>1.09 ± 0.10</td>
<td>0.13</td>
<td>0.03</td>
<td>0.03</td>
<td>JSH1k</td>
<td>0.11 ± 0.12</td>
<td>0.11</td>
<td>1.11 ± 0.12</td>
</tr>
</tbody>
</table>
Figure caption:

Fig. S1: Response of quartz to different stimulation wavelength and mineralogical investigations. a) X-ray diffractogram of etched quartz grains, b) response of etched coarse grain quartz to blue and IR stimulation using diodes, c) REM image of an etched quartz grain, d) response of a single grain of quartz to green laser stimulation, e) response of etched quartz on a single grain disc to IR diode stimulation.
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