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ABSTRACT

This thesis provides an important basis for understanding the surface modulation mechanism and electronic structure variation on semiconducting surfaces and metallic thin films. The use of real-time photoelectron spectroscopy (REES) makes it possible to monitor the solid surfaces during in situ processing. The surfaces that have been investigated were (100) facet boron-doped diamond surfaces and iron thin films. The surface processing treatments include annealing, thin film coating and exposure to oxygen and hydrogen microwave plasma sources.

The oxygen-terminated (100) facet diamond was annealed up to 1000°C while monitoring with REES. The oxygen desorption process on the surface can be divided into four distinct stages according the oxygen concentration on the diamond (100) surface during the heating cycle. The ratio of ketone/ether groups has been investigated. Moreover, the true band bending on O-terminated (100) has been investigated with real-time characterization, which has a maximum difference of +1.0 eV comparing with the room temperature XPS spectra data.

Fluorouracil (5-FU), as a drug widely used in leukaemia and bowel cancer treatment, which is demonstrated to degrade on silver coated catheter surfaces, producing hydrofluoric acid and therefor leading to adverse effects on patients. In order to compare diamond as coating material, the adsorption of 5-FU on the oxygen and hydrogen terminated diamond (100) surfaces has been studied with x-ray photoelectron spectroscopy (XPS), showing extremely different behaviours.

Utilising the shape memory alloy (SMA) substrate, the continuously mediated strain was transferred from the substrate to Fe films through a thermally controlled shape memory effect. The pure strain modulated electronic structure in the Fe thin films was studied using in situ XPS and first-principle calculations. The result demonstrates that the compressive strain increases the overlap of outer orbits and enhances the shielding effect to core electrons, resulting in significant tunability on the binding energy of core electrons and related magnetic anisotropy.
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CHAPTER 1 – INTRODUCTION

1.1 Introduction

Surface science, as a multi-field research of materials, physics and chemistry, has gained more attention from materials scientist worldwide during the past few decades. It has evolved from the characterisation of surface chemical composition, to the modulation of the atomic structure and to the synthetic production of low-dimensional composite materials[1-3]. Its wide applicability has significant influence both on scientific research and industrial application.

Surface science is dependent on making sure the sample characteristics do not change between experiments and measurement, due to adsorbates. As such, surface scientists require extremely clean environments and specialised techniques in which to conduct their experiments. As a consequence of all these constraints, the development of relevant technologies has played a great role in promoting the research of this field, such as ultra-high vacuum (UHV), the magnetic transfer arm, in-vacuum heating stage and so on[4]. These technologies help material engineers to improve thin film materials or surfaces by special surface processing, which include annealing the material, doping of semiconductors, alloying of metals, reaction of surface with ionised gas molecules or depositing of thin film overlayers. More advanced methods include performing the treatment in situ, without exposure to the ambient pressure, and even measuring the
surface in real-time during the surface processing.

The phenomenon of photoemission was firstly discovered by Hertz in 1887[5]. The German physicist, Albert Einstein, successfully explained this experiment by invoking the quantum nature of light and was awarded with the Nobel prize for establishing the theory of photoelectric effect[6]. This eventually led to the first photoelectron spectroscopy (PES) system which was developed in the late 1960s[7]. Since that time PES has become a powerful tool for measuring the chemical composition and evolving the electronic structure of clean surfaces and interfaces for a long time.

![Figure 1.1](image.png)

**Figure 1.1** Schematic of photoelectric effect: photons (curve lines) bombard on the metal surface and electrons are excited (moving with the straight lines).

Like the majority of surface sensitive techniques, XPS can involve long measurement times, during which the surface needs to remain unchanged and fixed. However, the recent improvements in position sensitive electron detectors has allowed the implementation of real-time measurement on the materials during *in situ* surface
processing[8-10].

Here at Aberystwyth University, a custom made multi-channel electron detector was applied on the photoelectron spectroscopy system by Langstaff and Evans which enables monitoring of a surface with XPS in the sub-second regime. It has been increased from 198 channels to a staggering 1526 channel detector (currently being characterised) since it was built[11-13]. Combined with the *in situ* surface processing techniques of the system, its application in real-time has led to further understanding on the electronic properties of carbon-base materials, especially diamond surfaces. Real-time measurements were performed on different facet diamond samples with treatments such as temperature annealing cycles, contacts with metal interfaces and epitaxial graphene growth[14-16].

Diamond research has successfully drawn the attention of materials scientists worldwide for the past sixty-five years. The superior hardness, chemical stability and thermodynamic properties are all well understood. However advances in perfecting the growth of synthetic diamond have seen a renewed interest in the material as a semiconducting substrate for electronic applications [17] and as a coating for biomedical implants [18]. In this work, surface composition and electronic structure variations of O-terminated diamond (100) surface have been investigated with high temperature annealing at 1000°C. The experimental data indicates the initial and final
temperature of oxygen desorption. The surface band bending on the O-terminated semiconducting diamond surface was shifted by around 1eV during the heating process. Furthermore, the transition of the surface structure from a C(100)-(1×1):O surface to a C(100)-(2×1):H surface has been demonstrated.

Fluorouracil (5-FU) is a widely used drug in the treatment of conditions such as leukemia and bowel cancer. It is usually delivered through catheters that are often coated with anti-bacterial films such as silver. The interaction between the molecule and the catheter surface is not normally considered, but it has been recently shown by x-ray photoelectron spectroscopy (XPS) that a silver surface can catalyse the dissociation of the 5-FU molecule to release HF, while the carbon-based surfaces are normally chemically inert. Therefore, in order to compare diamond as coating material, the adsorption of 5-FU on the oxygen and hydrogen terminated diamond (100) surfaces has been studied. The result shows 5-FU attaches to the O-terminated diamond (100) and silver surfaces but not to the H-terminated diamond (100) surface, which could be a surface termination effect with diamond and related to the surface properties, such as chemical bond, electron affinity and dipole moment, of the diamond surface.

Another important part in this thesis is the project about pure-strain effect on the thickness-dependent iron thin film. In this experiment, the non-electronically controlled NiTi(Nb) shape memory alloy was utilized as the strain output substrate for Fe
ferromagnetic films, where the continuously mediated strain was transferred from the substrate to the Fe film. Based on the structure, the pure strain modulated electronic structure in the Fe thin films was studied with real-time photoelectron spectroscopy. The result demonstrates that the compressive strain increases the overlap of outer orbits and enhances the shielding effect to core electrons, resulting in significant tunability of the binding energy of core electrons. Meanwhile, the lattice strain modifies the density of state and spin distribution of outer $d$ orbits, leading to the evolutions of bandwidth, spin-orbit coupling strength, and related magnetic anisotropy.

### 1.2 Layout of Thesis and Contribution

All figures, tables, diagrams, images and data are the work of the author unless stated. Following this introduction, the techniques and instrumentation will be introduced in chapter 2 and chapter 3, whilst the detail and discussion of the main experimental results will be presented in chapter 4-6, and finally chapter 7 summarises the main conclusion and introduces the further plans of this work.

Chapter 4 presents the data obtained with Real-time Electron Emission Spectroscopy (REES) system, combined with supporting AFM data and LEED data. All data in this chapter was obtained in the Materials Laboratory at Department of Physics,
Aberystwyth University.

Chapter 5 shows the data of 5-FU/diamond interfaces. Near edge x-ray absorption fine structure (NEXAFS) data was collected at D1011 beamline, MAX Lab, Lund University, Sweden, with assistance of Dr Simon Cooil.

Chapter 6 introduces the investigation of the pure strain effect on the ferromagnetic thin films. The Density Functional Theory (DFT) calculations were done by Dr Kui Gong, Center for the Physics of Materials and Department of Physics, McGill University. The magnetic measurements were performed at National Center for Nanoscience and Technology, China Academy of Sciences, with assistance of Mr Dongwei Wang.
CHAPTER 2 – TECHNIQUES

The essential theory of the techniques underpinning this work are presented in this chapter. The ultra-high vacuum created by the pumping system isolates the materials from ambient pressure, and ensures the processing and monitoring was completed on a “clean” surface. The in situ surface processing used for this work will also be discussed. Photoelectron spectroscopy (PES) is well acknowledged as one of the most revolutionary achievement in understanding the chemical constitution and electronic structure of materials. Combined with other techniques such as low energy electron diffraction and first principle calculations, it has become a routine method for scientists to investigate surface properties in material science.

2.1 Ultra-High Vacuum (UHV)

UHV is essential to create a clean environment for surface science investigations. It is a basic requirement for two reasons; to prepare and maintain a clean environment which allows for the desorption of contaminants and preservation of clean surfaces; and to increase the mean free path for the photo and low energy electrons. However, UHV only provides an environment with very low pressure instead of an absolute vacuum. This means the sample surface is able to remain contaminant free (or a low percentage of a monolayer coverage) for a certain period of time (usually the duration of the experiment).
Vacuum is measured in terms of the amount of material present in the form of residual gas molecules with a certain volume. According to Avogadro's law, equal volumes of all gases have the same number of molecules at the same temperature and pressure. This is shown by the ideal gas law as:

$$\rho = \frac{N}{V} = \frac{P}{k_B T}$$

(Eqn. 2.1.1)

where \(\rho\) is the gas density, \(N\) the number of gas molecules, \(V\) the volume, \(P\) the pressure, \(k_B\) the Boltzmann constant, and \(T\) the absolute temperature.

Pressure is measured in Pascals however the non-SI unit mbar is usually used for vacuum gauges where 100 Pa=1 mbar. By applying kinetic gas theory (where gas molecules are modelled as spheres of finite diameter within a finite volume), the necessity for vacuum can be demonstrated by considering the distances molecules can travel without colliding with each other and the number of molecules colliding with a surface per unit time. The flux of molecules to a surface determines the rate at which the sample surface would be completely covered. The rate at which gas molecules arrive at the surface can be given as:

$$\phi = \frac{1}{4} \rho c_a$$

(Eqn. 2.1.2)

where \(\phi\) is the flux of molecules, \(c_a\) is the average velocity. The root mean squared
velocity can be related to the kinetic energy of the particles mass with respect to their thermodynamic temperature by,

\[ c_{\text{rms}}^2 = \frac{3k_B T}{m} \]

(Eqn. 2.1.3)

where m is mass of the molecule. The relation between two velocities, \( c_a \) and \( c_{\text{rms}} \), is given by \( c_a = (8/3\pi)^{1/2}c_{\text{rms}} \), therefore the flux of molecules colliding with a surface, known as the Hertz-Knudsen equation, is given by:

\[ \phi = \frac{P}{\sqrt{2\pi m k_B T}} \]

(Eqn. 2.1.4)

and has units of \( \text{n}_{\text{molecules}}/\text{m}^2\text{s}^{-1} \) as derived in Ref. [19].

The average distance between gas molecule collisions, or the mean free path is given as:

\[ P\bar{\lambda} = \frac{1}{\sqrt{2\sigma}}k_B T \]

(Eqn. 2.1.5)

where \( \bar{\lambda} \) is the mean free path and \( \sigma \) the collision cross-section. The mean free path provides an absolute minimum value for a given gas pressure for particles to travel from a sample to a measuring device without being scattered by the residual gas molecules.

For typical distances of 1 m the required pressure would be less than \( 10^{-4} \) mbar.

The molecular flux on a surface can be used to estimate the time taken for a monolayer of residual gas to form on a surface,
\[ t_{ML} = \frac{10^{19}}{\phi} \]

(Eqn. 2.1.6)

where \( t_{ML} \) is the formation time of a monolayer coverage contaminants and has a unit of s. From Eqn. 2.1.4 and Eqn. 2.1.6, it shows for a pressure of \( 10^{-6} \) mbar, a monolayer of contamination would cover the surface in 1 s if all gas molecules stick to the surface (sticking coefficient of unity). Table 2.1 lists the properties of four vacuum regimes commonly encountered. For performing surface science experiments the ultra high vacuum regime is normally considered a minimum. At base pressure of \( 10^{-10} \) mbar a sample could expect to be free from residual contamination for \( 10^4 \) s, or approximately 3 hours, allowing ample time for measuring clean surfaces after preparation.

<table>
<thead>
<tr>
<th>Vacuum Regime</th>
<th>Pressure ( 10^x ) (mbar)</th>
<th>Molecule density ( 10^x ) ( \text{cm}^{-3} )</th>
<th>Mean free path ( 10^x ) (m)</th>
<th>ML time ( 10^x ) (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atmospheric</td>
<td>3</td>
<td>25</td>
<td>-8</td>
<td>-9</td>
</tr>
<tr>
<td>Low</td>
<td>1</td>
<td>22</td>
<td>-5</td>
<td>-6</td>
</tr>
<tr>
<td>Medium</td>
<td>-3</td>
<td>19</td>
<td>-2</td>
<td>-3</td>
</tr>
<tr>
<td>High</td>
<td>-6</td>
<td>16</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Ultra-high</td>
<td>-10</td>
<td>12</td>
<td>5</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2.1 Pressure regimes with typical values for the particle density, mean free path and monolayer formation time.
2.2 Surface *In Situ* Processing

In experimental physics, *in situ* typically refers to a method of data collection or manipulation of a sample without exposure to an external environment. For example, real-time *in situ* XPS was used to study the thermal stability of the hydroxyl termination and downward band bending on the polar surfaces of ZnO single crystals[20]. In this work three methods of *in situ* processing were used, which include thin film deposition, active gas plasma and *in vacuo* annealing.

2.2.1 Thin Film Growth

Depositing one material onto another is a common surface processing method for the manufacture of integrated structures in a single device[21]. Normally the overlayer (material A) is evaporated from a molecular beam source onto the substrate (material B). The flux from the beam source, as given in Eqn. 2.1.4, provides a number of molecules per unit time that adsorb onto the surface of the substrate. The single molecules may remain at their adsorption site or diffuse along the surface, which is determined by the bonding strength between the molecules and the substrate, but they may also be lost from the surface through several mechanisms including re-evaporation, diffusion into the substrate and capture by other single molecules or by defects[22]. On the other hand, the properties of the thin films such as conductivity, thermodynamic and chemical reactivity vary with the film thickness. This made investigation on the thin films
materials as an important subject in material science.

In such cases, the dynamics of the single molecule beam determines the property of the thin film, in particular the growth mode of the film on the substrate. In 1958 Ernst Bauer identified the interaction and nucleation of materials deposited onto substrates in the literature and proposed three different modes for thin film growth as illustrated in Figure 2.1 [23]. The first situation is Frank-van der Merwe ‘layer-by-layer’ (Figure 2.1a) in which the material forms complete layers because of the strong bonding between the molecules and the substrate. The second is Volmer-Weber ‘island growth’ (Figure 2.1b) in which no complete layers are formed instead the material clusters on the substrate due to weak bonding between the molecules and the substrate. Finally, the third is the Stranski-Krastanov growth mode in which layer-by-layer growth proceeds for a few monolayers at the interface followed by cluster growth (Figure 2.1c).

The formation of the thin film growth mode is determined predominately by the difference in surface energies of the materials, where the surface energy of the substrate is given as $\gamma_B$, the overlayer as $\gamma_A$ and the interface as $\gamma^*$ [22]. Volmer-Weber growth occurs if the surface energy of the overlayer and interface are less than that of the substrate (given by Eqn 2.2.1). Layer by layer growth occurs if the combined energies are larger than that of the substrate (given by Eqn. 2.2.2). However, Stranski-Krastanov growth is the transition from layered growth to island growth, which
is due to the interface energy increasing as the number of layers increases during the growth. This could be influenced by factors such as strain and molecular orientation of the overlayer.

\[ \gamma_B > \gamma_A + \gamma^* \]

(Eqn. 2.2.1)

\[ \gamma_B < \gamma_A + \gamma^* \]

(Eqn. 2.2.2)

**Figure 2.1** The three different thin film growth modes identified by E. Bauer: Frank-van der Merwe (a) Volmer-Webber (b) and Stranksi-Krastanov (c), where ‘d’ is the thickness of the thin film.

### 2.2.2 Surface Termination with Plasma Source

Plasma source treatment with different gas species is able to modify and terminate the surface of substrates with selected functional groups, which have been shown to have interesting effects on the electronic structure, surface dipole and conductivity of the
interface[3, 24]. For example on the diamond surface, the oxygen-terminated surface has a positive electron affinity whilst the hydrogen-terminated surface has a unique negative electron affinity[25]. For surface termination of surfaces with specific ad-atoms, chemically active ionised atoms are usually preferred. Low pressure ground state gases are normally too un-reactive, however, exposure to ionised gases is much more reactive due to the presence of atomic and excited species.

Processing with ionised gases has been used extensively in both research and application. Examples in the literature include hydrogen [26, 27], oxygen [28, 29] and fluorine[30, 31]. There is also the entire field of Chemical Vapour Deposition (CVD) of materials [32, 33]. The advantage of performing gaseous processing in situ is that it produces an ultra-clean surfaces with ad-atoms.

In this case, a method of promoting molecules into their excited states and forming active species is therefore required, and one way of achieving this is with low-pressure, non-thermal plasma sources. Plasma is a state of matter composed of ions and free electrons. Plasma sources are categorised into two primary types: thermal or non-thermal sources depending on the energies (temperature) of the ions. In thermal plasmas, the ions have energies equivalent to several thousand degrees Kelvin while in non-thermal plasmas the ions have negligible energies. For both types the free electrons have high energies. The two most common cases of electron recombination in
non-thermal plasma are radiative and dissociative recombination\cite{34}. In radiative recombination an energetic electron $e^-$ is captured by an ion $X^+$, to produce a neutral excited species $X^*$, given by Eqn. 2.2.3. While in dissociative recombination a diatomic ion $XY^+$ is dissociated into its two constituent atoms, $X$ and $Y$, by the capture of an energetic electron $e^-$, given by Eqn. 2.2.4. Plasmas therefore contain excited and dissociated species.

$$X^+ + e^- \rightarrow X^*$$

\textit{(Eqn. 2.2.3)}

$$XY^+ + e^- \rightarrow X + Y$$

\textit{(Eqn. 2.2.4)}

### 2.3 Photoelectron Spectroscopy

In the late 1960s, K. Seigbahn from Uppsala University developed the first system which was based on the photoelectric effect for measuring the subshell electron binding energy of a material accurately\cite{35, 36}. From that time, PES has become one of the most powerful and revolutionary techniques to determine orbital ionisation energies, chemical composition, compound stoichiometry, work function, overlayer thickness and morphology. The conventional PES techniques are normally classified into two types, x-ray photoelectron spectroscopy (XPS) and ultraviolet photoelectron spectroscopy (UPS), depending on the incident photon source used for measurement.
2.3.1 The Principles of PES

In order to determine the electronic energy levels of the material, PES obtains a spectrum by measuring the kinetic energy of photoelectrons escaping from a material due to the photoelectric effect. Several theoretical models have been presented for interpreting the photoemission process; these are discussed at length in S. Hüfner’s work[37, 38]. One of the earliest descriptions of the measured photoemission intensity is given in Berglund and Spicer’s early work[39]. The classic three-step model makes the photoemission process quite comprehensible, separating the process involved in the initial excitation and movement of the excited electron to the surface of the material as follows:

Step 1. The electron is excited into a higher state through absorbing the energy of the incident photons.

Step 2. The electron travels through the crystal to the surface/vacuum interface.

Step 3. The electron escapes from the material and into vacuum.

The three steps of photoemission process are illustrated in Figure 2.2, where core level binding energy can be considered as the total energy of the atom before and after absorption. A ground state neutral atom in an initial state and has a total energy equal to the initial state energy $E_{\text{initial}}$ (shown as Figure 2.3a). After absorption of a photon, the total energy of the atom increases as the summation of initial state energy plus the photon energy, $E_{\text{initial}} + \hbar \nu$. Following the emission of a photoelectron (which carries away
energy as kinetic energy, $E_k$), the atom is ionised into the final state with a total energy known as the final state energy, $E_{\text{final}}$. The total energy of the ion and the photoelectron may be written as $E_{\text{final}} + E_k$, and equals the total energy before emission. The binding energy of the core level electron is described as the amount of energy that is required to be given to the electron to pull it away from this attractive (Coulombic) force. In this situation, it is then understood as being the difference between the initial and final state energies. The electron binding energy is determined as the energetic difference between the photon source and the kinetic energy of the photoelectron. This expression may be written as:

$$E_b = E_{\text{final}} - E_{\text{initial}} = \hbar \nu - E_k$$

(Eqn. 2.3.1)

![Diagram of the photoemission process with three steps: a) Initial State, b) Excited State, c) Final State.](Image)

**Figure 2.2** The photoemission process with in three steps; a) neutral atom with photon adsorption; b) excited neutral atom after photon adsorption; c) ionised atom and the photoelectron.
Photoelectrons may be emitted from open electron shells (valence electrons) or from closed electron shells (core-level electrons). Core-levels appear in a photoelectron spectrum as discrete lines the position and intensity of which are of interest. The lines exhibit an energy shift, known as a chemical shift, which is related to the chemical environment of the atom, giving additional lines at higher and lower energy to the main line.

The photon-excited electrons normally have a mean-free path length of a few nanometers within the materials, however if the photoelectrons escape into vacuum they are able to travel with enormous distances in comparison. This allows hemispherical electron analysers (HSA) that have large internal path lengths (typically in the region of 1-2 m) to be used for dispersing the electrons according to kinetic energy, as a requirement of imaging the emitted electrons with high energy resolution.

However in practical applications, the sample work function and analyser work function need to be taken into account as shown in Eqn. 2.3.1. Figure 2.3 shows the energy alignment between the material and electron analyser, which including a material with a core level, Fermi level $E_F$ and vacuum level $E_{VAC}$ and a spectrometer with a Fermi level $E_F$ and vacuum level $E_{VAC}$ in electrical contact with the sample. In this case, considering the work function of the material $\phi_M$, Eqn. 2.3.1 is derived as Eqn. 2.3.2.

$$E_k = h\nu - E_b - \phi_M$$
As the Fermi level is aligned between the sample material and analyser, the work function of analyser $\phi_A$ and a contact potential $\phi_M - \phi_A$ exist between the sample and analyser, shown as Eqn. 2.3.3. Combining Eqn. 2.3.2 and Eqn. 2.3.3, an expression for the measured binding energy of the core level can be written as Eqn 2.3.4, which is independent of the material work function. By measuring the kinetic energy of the photoelectrons reaching the analyser $E_k'$, the core-level binding energies may be directly measured.

$$E_k' - E_k = \phi_M - \phi_A$$  \hspace{1cm} \text{(Eqn. 2.3.3)}

$$E_b = h\nu - E_k' - \phi_A$$  \hspace{1cm} \text{(Eqn. 2.3.4)}
Figure 2.3 Energy level alignment between a material and electron analyser. The material has a work function $\phi_M$ and a core level in a sample has a binding energy of $E_b$ relative to the Fermi level. The analyser has a work function of $\phi_A$. A photon of energy $h\nu$ has removed an electron from the core level into the vacuum where is has a kinetic energy $E_k$ in the sample and $E_k'$ in the spectrometer.

### 2.3.2 Auger Effect

After the primary photoemission process, the ion (with a core-hole) is energetically unstable. In this situation the ion will re-equilibrate the materials electronic structure through either x-ray fluorescence or through the Auger emission. Fluorescence is simply the filling of a core-hole with an electron from a higher energy shell with the emission of
a photon. In the Auger emission, an electron from a higher shell fills the core-hole and releases energy by the emission of a second electron from the same or higher shell, illustrated as in Figure 2.4. The ejected electron is known as an Auger electron and its kinetic energy is given by,

\[ E_{\text{kin}} = E_{1s} - E_{2s} - E_{2p} \]

(Eqn. 2.3.5)

where \( E_{\text{kin}} \) is the kinetic energy, \( E_{1s} \) the binding energy of 1s shell (core-hole level), \( E_{2s} \) the binding energy of 2s shell (transiting electron level), and \( E_{2p} \) the binding energy of 2p shell (the Auger electron level). The distinguishing feature of the Auger emission process is that the emitted electrons have constant kinetic energy, which is independent of the incident photon energy.

\[ \text{Figure 2.4 Schematic diagram of KLL Auger emission process.} \]
When labeling Auger electrons the convention is to use x-ray notation; first noting the core-hole level, then noting the transiting electron level, and last noting the Auger level. For example, the Auger process in Figure 2.4 should be labeled as KL₁L₂,₃ which refers to a transition where a core-hole was created in the K shell, an electron from the L₁ shell filled the core-hole, and an Auger electron was emitted from the L₂,₃ shell. Coster-Kronig transitions are observed when the Auger electron is emitted from a sub-shell that has the same principal quantum number as the core-hole. (such as L₁L₂,₃M₁ transitions) [40].

The photon emission and Auger emission are competitive processes and the Auger yield is dependent on the atomic number; Auger emission preferentially occurs in the lighter element atoms while photon emission mostly occurs on the heavier elements.

**2.3.3 Spin-orbit Splitting, Plasmon and Satellite Peaks**

The photoemission process is a multi-electron system. Therefore excitation of the core level electrons must result in the re-equilibration of electronic configuration due to the Coulombic interaction. The interaction of the excited electrons with the electronic structure gives rise to further peaks, these include; plasmon peaks, satellite peaks and spin orbit splitting (shown in Figure 2.5).
Figure 2.5 A PES widescan of an Oxygen-terminated (100) single crystal diamond taken with a Mg Ka photon Source. Core level peak (C 1s, O 1s), Auger emission peaks (O KLL), plasmon and satellite peaks are labelled in the spectrum.

Plasmon peaks are formed due to quantised oscillations in the valence electrons in semiconductors or free electrons in metals. Intrinsic and extrinsic effects lead to these peaks as follows; the intrinsic effect is a consequence of the coupling between the positive core-hole (formed during the photoemission process) and the oscillations of the valence states\[41, 42\]. The photoelectron is excited with less energy since this process happens simultaneously with the PES process. The frequency $\omega_p$ of these oscillations is
different within the bulk than at the surface of the material. The emitted photoelectron will therefore be detected with an energy loss corresponding with the energies of $\hbar \omega_{pb}$ or $\hbar \omega_{ps}$ (or multiples for the higher harmonics) for the bulk and surface plasmon respectively. Extrinsic effects relate to the coupling of the electric field of the excited photoelectron with the valence (free) electrons as it reaches to the material surface [42]. As before the electron loses energy relating to $\hbar \omega_{pb}$ or $\hbar \omega_{ps}$ (or multiples) for the bulk plasmon and surface plasmon respectively, however the process dislocated the initial photoemission site. For example, diamond the bulk and surface plasmon peaks usually arise at 34-36 eV from the main C 1s peak.

Satellite peaks are generated by the non-monochromatic nature of x-ray generation in lab sources. Usually an aluminium window is used to purify the x-ray radiations for magnesium anode, however small amounts of non-preferential x-rays still make it through and generate their own photoelectrons. However the intensity of these satellite peaks is weak in comparison to the main spectral features generated by the main x-ray source. In a photoelectron spectrum the satellite peaks can be removed by the software during the data analysis process. Otherwise by measuring with a monochromatic x-rays radiation source, such as with the synchrotron radiation, the satellite peaks are removed completely.
Spin-orbit splitting is a consequence of the interaction between the spin magnetic dipole moment, \( s \), and the orbital angular momentum, \( l \), of the electron orbiting within the atom. The result is a splitting of the electronic state where the total angular momentum is given by

\[
j = |l \pm s| \quad \text{where} \quad s = \frac{1}{2}
\]

(Eqn. 2.3.6)

For light elements (only having s-orbital electrons) the orbital angular momentum is zero and the orbital remains as a single peak. However, for large atomic number atoms (such as transition metals), the p, d and f orbitals have non-zero orbital angular momentum, and the total angular momentum has more than one value, e.g. for the 2p orbital, \( j = 1/2 \) or \( 3/2 \) which will give rise to two peaks in the photoelectron spectrum. The number of electrons which contribute to the degeneracy of the energy level is given by \( 2j + 1 \) and the intensity of the core level peak will broadly be proportional to the number of electrons present in that energy level. The relative intensity of the spin-orbit split peaks is called the branching ratio, \( R \) and is dependent on the value of \( l \), given as:

\[
R = \frac{2j_+ + 1}{2j_- + 1}
\]

(Eqn. 2.3.7)

where \( j_+ \) and \( j_- \) correspond to the angular momentum determined by the positive or negative addition of the spin moment of electron respectively as shown in Eqn. 2.3.6.
### Table 2.2 Spin-orbit splitting $j$ values and respective area ration for s, p, d, f orbitals.

<table>
<thead>
<tr>
<th>Subshell</th>
<th>$j$ values</th>
<th>Area Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>s</td>
<td>1/2</td>
<td>N/A</td>
</tr>
<tr>
<td>P</td>
<td>1/2, 3/2</td>
<td>1:2</td>
</tr>
<tr>
<td>d</td>
<td>3/2, 5/2</td>
<td>2:3</td>
</tr>
<tr>
<td>f</td>
<td>5/2, 7/2</td>
<td>3:4</td>
</tr>
</tbody>
</table>

### 2.3.4 Electron Attenuation Length

Normally the lower kinetic energy end of the photoelectron spectrum would have additional intensity. This is due to photoelectrons with low energy scattered when travelling in the crystal. The electron attenuation length (EAL), is a characteristic length defined as the point where the probability of scattering drops by $e^{-1}$ [38]. The EAL value, typically on the order of nanometers, is dependent on the photoelectron energy and on the properties of the material.

The intensity of a photoelectron spectrum is defined as a function of the depth from the surface to where it was generated. For the normal emission, the function is given by:

$$I = I_0 e^{-d/\lambda}$$

(*Eqn. 2.3.8*)
where \( I \) is the measured intensity, \( I_0 \) the intensity for an infinitely thick sample, \( d \) the depth and \( \lambda \) the EAL. From Eqn. 2.3.8 the analysis depth of XPS may be evaluated; 65% of the photoelectron intensity will originate within \( \lambda \) of the surface, 85% from \(< 2\lambda \), and 95% from \(< 3\lambda \) [7]. 3\( \lambda \) is therefore considered the standard analysis depth for photoelectron spectroscopy and is also in the nanometer range, resulting in high surface sensitivity.

From Eqn. 2.3.8, calculation of the EAL is usually determined by the ‘overlayer method’, in which the intensity of the substrate core-level is measured on the clean surface and attenuated on the surface with a known thickness overlayer. In addition, by collecting experimental data and calculating EALs values across a range of kinetic energy values, a database of EALs for a variety materials has been built, and makes the use of XPS for quantitative analysis[43].

**2.3.5 Peak Shift and Line Shape**

The peak profile of the photoelectron spectrum can be as informative as the recorded peak intensity and position. One of the most useful advantages of PES is its ability to distinguish the difference between the chemical species of a single element present on the material surface through the analysis of its peak profile. The peak profile is a convolution of the incident photon line shape and contributions from the material such as, the core-hole lifetime and broadening due to atomic vibrations. When multiple
species of the same element are presented on the sample surface, multiple peaks will be observed with small shifts between each other, which are of the order of the experimental resolution, and result in a change in the peak lineshapes. In this case, a peak fitting profile can be employed; the Voigt function line shape is often chosen to fit the photoelectron peak profile of semiconductor material, whilst the Doniach-Sunjic lineshape is usually used for fitting the peak profile of metallic materials.

The Voigt function is a convolution of Gaussian and Lorentzian components and depends on a number of factors, including excitation source (e.g. Kα x-rays have a Lorentzian nature and synchrotron radiation through an undulator having a Gaussian profile), and the intrinsic core-hole lifetime (which is assumed to be Lorentzian in nature) [7]. Some debate has been established in order to determine whether a sum of the two peak-shapes, or the product of each matches the lineshape of a Voigt function [44].

The Doniach-Sunjic (DS) lineshape is a Gaussian-Lorentzian peak with a modified tail on the higher binding energy side of the peak [45, 46], as a consequence of the attenuation of the photoelectrons’ energy travelling through the materials. This profile is commonly used for photoelectrons that originate within the atoms of a metallic layer. However the rich density of states at the Fermi-level for some metals (low-Z metals do not show this) means that the electron must travel through this large ‘Fermi-sea’
and therefore the photoelectron loses energy due to Coulombic interaction, depending on the core-hole lifetime. The result is an asymmetry in the photoelectron peak where the DS lineshape takes into consideration the many possibilities for energy loss and provides a suitable fit for peak profiles.

### 2.3.6 Photoionisation Cross-Section

The core level peaks in the photoelectron spectrum are due to the elemental composition of the sample, and the intensity of the peaks can be used to analyse the components quantitatively. An important parameter for the quantification of a XPS spectrum is the photoionisation cross-section $\sigma$. It is defined as the number of electrons excited per unit time divided by the number of incident photons per unit time per unit area. It is dependent on the photon energy and is the total probability of all individual ionisation of each orbital in the material. The transition probability per unit time from an initial state to a final state can be calculated using Fermi’s Golden Rule, which is expressed as:

$$ P_{if} = \frac{2\pi}{\hbar} |M_{if}|^2 \rho_f(E) $$

(Eqn. 2.3.9)

where $M_{if}$ is the matrix element for the interaction and $\rho_f(E)$ is the density of final states. In this approach the cross-section is considered as the probability of transition per unit time from one eigenstate (initial energy state) in a quantum system into a
continuum of eigenstates (final state) which is expressed as a function of energy. The validity of this rule depends on the initial state not having been significantly depleted by transition of electron to final states. The Hamiltonian is the operator that corresponds to the total energy of the system and the electromagnetic wave (e.g. x-ray in XPS), it is considered as a time-dependent perturbing Hamiltonian which affects the quantum system. The matrix element for this interaction is derived from this Hamiltonian. Therefore, the matrix element represents the strength of the coupling between the initial and final state upon which the transition rate depends. In this situation, a strong coupling combined with a high density of final states will yield a high intensity photoelectron peak in the PES spectrum.

In order to obtain the correct result, it is critical that this factor is applied when measuring quantitative analysis of PES spectra. For the fixed photon sources the cross section values remain constant for each core level, but for tuneable sources (e.g. synchrotron radiation source) this value varies with the photon energies used. The cross section can be measured or calculated and values are widely available for standard sources, such as the Mg Ka x-ray source. Scofield’s early work has provided a useful quantitative tool for analysis of XPS spectra by applying a relativistic Hartee-Slater model to calculate the absorption cross sections for most elements (Z= 1-92) at a number of incident photon energies[47, 48]. An additional consideration when calculating the elemental composition of a sample is the analyser transmission function.
This quantity is important since at different kinetic energies the efficiency of the analyser at transmitting electrons changes and can be experimentally determined from test sample data for each analyser. Therefore both these corrections must be applied to any spectra before quantification of the elemental composition.

2.3.7 Charging Effect

Since photoelectron spectroscopy is a charge-oriented technique, electrostatic charging effects may be observed on insulating or semiconducting samples. The insulating nature of the sample determines that no electrons can travel through the bulk to refill the core-hole as electrons are emitted from the surface. This results in the accumulation of a positive charge in the near surface region which increases the barrier encountered by the photo-excited electrons as they leave the surface. As a result, more energy is lost by the electrons as they are transmitted into the vacuum and they are hence observed to have a lower kinetic energy (or higher apparent binding energy) than expected, causing the photoelectron peak to shift. This problem can be fixed by supplying an Ohmic contact with ground to allow a flow of low energy electrons to the surface through photoemission. Samples with poor Ohmic contacts (rectifying contacts), low-doped semiconductors, and insulators, are prone to charging.

Surface photovoltage charging of semiconductors is a less common phenomenon. This
effect is due to the dissociation of electron-hole pairs in the semiconductor depletion region and the accumulation of either electrons or holes at the sample surface, with the reduction of surface band bending and an apparent flat band surface. For p-type semiconductors an accumulation of electrons at the surface gives rise to erroneously low binding energies being observed. For n-type semiconductors an accumulation of holes at the surface results in erroneously high binding energies being observed. The effect is proportional to both the number of electron-hole pairs that are dissociated, and also the number of photons irradiating the sample. High flux sources (synchrotron or flood x-ray sources) are therefore likely to produce this effect.

Several semiconductor systems have been reported to exhibit a surface photovoltage effect. Synchrotron radiation measurements of gallium phosphide [49], zinc selenide [50] and zinc sulphide [51], ultraviolet radiation measurements on silicon [52] and diamond [53], and nonmonochromatic Mg Kα measurements on gallium nitride [54] have all revealed surface photovoltage of up to 1.5 eV depending on the experimental conditions. Importantly silicon was shown to have a completely saturated photovoltage (flat bands) at 20 K with high UV flux or at 50 K with mild UV flux, revealing the maximum surface photovoltage shift is equal to the true barrier height. Similarly diamond was shown to have a small surface photovoltage at 300 K which increased rapidly with decreasing temperature, reaching 0.6 eV at 170 K.
2.3.8 Quantification

Photoelectron spectra enable the concentration of different atomic species present in a sample to be determined by fitting an appropriate lineshape due to the unique photoionization cross-section of energy levels. It has been discussed that the number of photoelectrons excited from a particular energy level in a single atom is dependent on the number of photons incident onto the atom and the photoionization cross-section of the energy level. For a homogeneous sample the number of photoelectrons excited is proportional to the number of atoms with an identical energy level. There is an additional dependency on the electron attenuation length and the transmission function of the analyser. Therefore for a sample consisting of a species $i$ with a concentration $N_i$, the number of photoelectrons $I(E_k, x)$, which is proportional to the peak intensity produced from an energy level $x$, is given by

$$I(E_k, x) = J(h\nu) \cdot N_i \cdot \sigma(h\nu, x) \cdot T(E_k) \cdot \lambda(E_k)$$

(Eqn. 2.3.10)

where $J$ is the photon flux, $N_i$ the concentration of species $i$, $\sigma$ the photoionization cross-section of energy level $x$, $T$ the transmission function of the spectrometer, $\lambda$ the electron attenuation length, $E_k$ the kinetic energy of the photoelectrons, $x$ the energy level of interest and $h\nu$ the incident photon energy. Therefore, for a multi compound sample, the concentration of each element can be calculated with the single core level for each species (typically the most intense peak profile).
Moreover, the thickness of the overlayer can be calculated from the intensity of the substrate before and after deposition by deriving of Eqn. 2.3.8,

$$\frac{I}{I_0} = e^{\left(\frac{-x}{\lambda}\right)}$$

(Eqn. 2.3.11)

where $I$ is the intensity of the substrate core level, $I_o$ is the intensity for the clean substrate, $x$ is the thickness of the overlayer and $\lambda$ the electron attenuation length. In addition, the overlayer thickness can also be calculated by measurement of the overlayer core level with,

$$I = I_\infty(1 - e^{\left(\frac{x}{\lambda}\right)})$$

(Eqn. 2.3.12)

where $I_\infty$ is the intensity of an infinitely thick overlayer which can be approximated to the intensity of the core level for a thickness which is much greater than the mean free path of the electron through the overlayer material.

### 2.4 Complementary Techniques

#### 2.4.1 Low Energy Electron Diffraction

Low Energy Electron Diffraction (LEED) utilises the wave-like nature of electrons in order to probe the surface structure of materials. For low energy (non-relativistic) electrons, their wavelength can be determined by applying the de Broglie relation to the kinetic energy equation. For electrons with kinetic energies between 10-200 eV, their de Broglie
wavelength is in the order of 1-2 Å or less, which is similar to the typical interatomic spacing within crystalline lattices. Therefore diffraction can occur when electrons encounter an ordered lattice structure as the crystalline lattice acts as a grating for the incident electron beam. The electron attenuation length (which has been discussed in 2.3.4) determines that this technique is very surface sensitive and able to probe only the uppermost atomic layers of the solid with a depth of 3-4 Å. Electrons, which are first generated by thermionic emission, are accelerated towards the sample surface with a chosen kinetic energy chosen by an electron gun, illustrated in Figure 2.6. The interference pattern occurring as two electrons interact with each other due to a path difference $D$, after backscattering from adjacent lattice points on the surface at distance ‘$\alpha$’ can be written as,

$$D = \alpha \sin \theta$$

(Eqn 2.4.1)

where $\theta$ is the angle of incidence to the surface plane. The intensity of the backscattered beams depends on the electron wavelength $\lambda'$. It varies as a function of $\theta$ and are at a maximum when the Bragg Condition is met. This occurs when the electron wavelength is equal to or an exact integer ‘$n$’ multiple of the path difference, given as

$$n\lambda' = \alpha \sin \theta$$

(Eqn 2.4.2)
Figure 2.6 Schematic diagram of the experimental configuration of a rear-view low energy electron diffraction system.

Since a surface is 2D in nature, the crystal structure diffracts the electrons in two orthogonal directions. The interference of all the backscattered electrons from a large number of unit cells (the electron beam usually has a diameter with around 1mm diameter) then forms the diffraction pattern which maps reciprocally with the structure of the sample surface.
The backscattered electrons in a conventional rear-view LEED system are collected by a series of grids that filter the secondary electrons and accelerate the backscattered electrons towards a luminescing phosphor screen. Focus of the illumination source and variable bias contrast meshes are also used to image the diffraction pattern at the screen with the best possible contrast between diffracted spots and background intensity. Generally a high background intensity in the diffraction pattern refers to poor crystallinity of surface, since there will be a high percentage of other reflection angles from dislocations etc. As the wavelength of the incident electrons changes with kinetic energy so does the size of the reciprocal space pattern, and therefore the distance between spots.

2.4.2 Vibrating Sample Magnetometer

Vibrating Sample Magnetometry (VSM) is one of the most important methods for measuring the magnetism of a sample [55]. It allows magnetic parameters of the sample to be determined by observing the hysteresis loop with VSM measurement. As shown in Figure 2.3a, which is a schematic diagram of a VSM unit, the sample is placed in a magnetic field, which equals the magnetic dipole, and vibrates with constant amplitude in the homogenous magnetic field. Utilising the electron signal amplifier system, the induced voltage in the coil generated by the dipole field will be amplified. The magnetic moment can then be calculated by the relationship with the induce voltage of tested
samples. As shown in figure 2.3 (b), the direction of the applied magnetic field \( H \) is along with the x axis, the sample vibrates around the z axis, the coil is placed at position \( r \) with the number of turns \( N \), the area of the coil as \( S \). The induced voltage can be expressed as

\[
\varepsilon(t) = -\frac{d\phi}{dt} = -\frac{3M}{4\pi} a_0 \omega \cos(\omega t) K
\]

(Eqn 2.4.3)

where \( M \) is the magnetic moment of the sample, \( a_0 \) is the amplitude of vibration, \( \omega \) is the frequency of the vibration, \( K \) is a constant related to the size, shape, number of turns and position of the coil.

![Diagram](image)

**Figure 2.7** Schematic diagrams of (a) VSM system and (b) spatial relationship between the coil position and the magnetic field.

VSM units are the most common equipment on the Physical Property Measurement System (PPMS), which is designed for the comprehensive measurement of materials.
under an environment with low temperature and strong magnetic field, such as direct current (DC) magnetization and alternating current (AC) magnetic susceptibility, DC resistance, AC transport properties, heat resistance and torque of magnetic susceptibility etc[56]. The instrument used for the work in this thesis was a PPMS with a VMS unit made by Quantum Design Ltd. PPMS is consistent with a base system and other optional units. According to the magnetism of internal superconducting devices the system is classified with 7 T, 9 T, 14 T and 16 T. With temperature and magnetic field provided by the fundamental system, it allows a variety of options for magnetic measurement, the electric transport measurement, thermal parameters and thermal transport measurements, whilst the AC unit and VSM unit are the most common optional units used with PPMS for magnetic measurement.

2.4.3 Atomic Force Microscopy

Atomic force microscopy (AFM), is a nanoscale high resolution scanning probe microscope. The resolution of AFM is 1000 times better than the optical diffraction limit. The first AFM was invented by Heinrich Rohrer and Gerd Binnig of the IBM Zurich Research Laboratory in the 1980s, based on scan tunnelling microscope. The instrument used for the work in this thesis was a Park XE-100 instrument with all samples measured ex situ under atmospheric conditions.
Figure 2.8 shows the configuration of AFM. The key component of AFM is a microcantilever with a pointed probe on the head that scans the surface of the sample. The size of the cantilever is usually in the range of several tens to hundreds of microns and made of silicon or silicon nitride. The curvature radius of the probe tip is in the nanometer scale. When the probe is placed near the surface of the sample, the probe head on the cantilever will be deflected according to Hooke's law due to the atomic forces induced between the sample surface and the probe tip. In different cases, the force may be mechanical contact force, van der Waals force, chemical bond, orientation force, electrostatic force, magnetic force, solvent force, etc. The offset of the tip is detected by a laser beam incident on the topside of the micro-cantilever. The surface of the cantilever is often coated with a reflective material, such as aluminum, which reflects the laser beam into a position sensitive photodiode (PSPD).

Figure 2.8 Schematic diagrams of the AFM system.
AFM measurements can be conducted in a number of different modes. The two modes used in this study are known as contact mode (C-AFM) and non-contact mode (NC-AFM). In contact mode the probe scans the sample surface and is deflected due to electrostatic repulsion between the probe and the surface atoms. The topography is obtained by keeping the probe at a fixed distance from the surface by correcting for any deflections caused by interaction with the surface. This correction then yields a direct image of the sample surface. The forces experienced by the cantilever will typically be in the 1-10 nN range hence the cantilevers have small spring constants (typically 0.1-3 N/m).

### 2.4.4 Near Edge X-ray Absorption Fine Structure

Near edge x-ray absorption fine structure (NEXAFS), is a type of absorption spectroscopy that indicates the features in the x-ray absorption spectra (XAS) of condensed matter due to the photoabsorption cross section for electronic transitions from an atomic core level to final states in the energy region of 50–100 eV above the selected atomic core level ionization energy, where the wavelength of the photoelectron is larger than the interatomic distance between the absorbing atom and its first neighbour atoms.

X-rays are absorbed through excitations of core electrons to empty states above the
vacuum or Fermi level due to the photoabsorption cross section for electronic transitions from an atomic core level to final states in the energy region of 50–100 eV above the selected atomic core level ionization energy, where the wavelength of the photoelectron is larger than the interatomic distance between the absorbing atom and its first neighbour atoms[57]. The energy of the incident photons is scanned across the ionization energy for a pre-selected core level. At the ionization energy there is marked increase in absorption (referred to as an absorption edge) as electrons are excited from the core state to the lowest unoccupied state above the Fermi level. As the incident photon energy is increased further the unoccupied states which exist at higher energies are populated in turn. As all photons are absorbed within the sample at soft x-ray energies the absorption can only be measured indirectly by measurement of emitted electrons. For materials with low atomic number, such as carbon it is the Auger emission which is dominant. Measurement of electron yield as a function of incident photon energy provides an indirect measurement of the x-ray absorption. Electrons can only escape from the near-surface region of the material. Two methods of electron detection exist. Total electron yield is obtained by measurement of the sample drain current which detects all electrons emitted from the sample. For Auger (or partial) electron yield only the electrons emitted at a pre-selected energy are detected using an energy analyser.

This technique requires a tuneable x-ray source such as a synchrotron, therefore the instrument used for this work was the D1011 beamline at MAX Lab, Lund University
2.5 Chapter Summary

In this chapter the methods used during this study have been discussed along with the theory of PES. This forms a basis for the next chapter where the instrumentation needed for the investigations is introduced. Other complementary techniques, LEED, VSM, AFM and NEXAFS used in these studies, have also been introduced.
CHAPTER 3 – INSTRUMENTATION

Instrumentation plays a critical role in the development of any characterisation technique such as x-ray photoelectron spectroscopy (PES). The theoretical basis for PES has already been discussed in the previous chapter. This chapter will present the main instrumentation on the custom-built Real-time Electron Spectroscopy (REES) system developed by the Aberystwyth University group.

3.1 The REES UHV System

The vacuum system at the Material Laboratory, Aberystwyth University, consisted of stainless steel chambers equipped with different experimental units, pumping system, and gas-lines. Figure 3.1 shows the configuration of this system.

Four UHV chambers are the basis of the system, which includes a fast load-lock, an analysis chamber, a transfer chamber, and a plasma chamber. Most of the processing and measurements are performed in those sections during investigations. Each chamber is isolated from the other with a UHV hand-valve. The load-lock chamber is pumped by a turbo pump and has a base pressure of 5x10\(^{-7}\) mbar. A magnetic arm is attached for transferring samples between the load-lock chamber and the transfer chamber. The vacuum in the transfer chamber is maintained with an ion pump and titanium sublimation pump (TSP), which has a base pressure of 5x10\(^{-10}\) mbar. The chamber is
equipped with an ion gun, mass spectrometer and a vacuum isolated Knudsen cell (K-cell) for depositing 5-FU (a drug molecule for cancer treatment). The analysis chamber is pumped with an ion pump and TSP filaments and has a base pressure of around $1 \times 10^{-10}$ mbar. This chamber is equipped with an Al/Mg twin anode X-ray source, a rear-view LEED unit in line with the electron analyser, a Dycor quadrupole mass spectrometer (used only in this work to check vacuum quality and He leak-test) and two k-cells for depositing Fe and Ag. The K-cells are collimated and shuttered, and are positioned to avoid contamination of the analyser lens and x-ray head. A VG OMNIAX manipulator allows for precise control over sample position and is fitted with a heater.

The plasma chamber is built for surface termination with active gas sources. A system of $\frac{1}{4}$ inch stainless steel piping was used to connect a plasma gas-line system to the plasma chamber. The gas-lines are pumped by a turbo and rotary pump for quick evacuation and have a high vacuum base pressure. The lines are connected to the glass capillary through a needle valve for controlling pressure during the termination.
Figure 3.1 Schematic diagrams of REES ultra-high vacuum system with processing and detection units; (a) side view, (b) top view (refers from [58]).
The improvement of vacuum systems from those manufactured in glass has aided in the development of a semi-universal (differing only in the use of imperial or metric threads) method of creating UHV seals between chamber components, known as the Conflat flange seal [59]. To create the UHV seal a copper gasket is bitten from opposing sides by a machined ‘knife edge’ on the flanges. A helium leak test either by mass spectrometry attached to the vacuum chamber or a helium ‘sniffer’ at the discharge end of the rotary pump is performed to ensure a UHV seal has been made.

The pump system primarily consisted of four turbo pumps and two rotary pumps, which are connected to each vacuum chamber except the analysis chamber, as shown in Figure 3.2. Two ion-getter pumps are connected to the transfer and analysis chambers respectively. Two rotary pumps are employed as roughing and backing lines to provide a base pressure ($10^{-3}$ mbar) for the turbo pumps. The roughing line is usually used for the baking procedure or other processing which may increase the pressure in a chamber, while backing line is used the rest of the time. The turbo molecular pump allows a pressure of around $1\times10^{-9}$ mbar in the chamber after baking the system. However to decrease the pressure further (to $1\times10^{-10}$ mbar), the use of ion-getter pumps is required. Ion pumps are a type of ‘capture pump’ as the gas is collected and captured in the pumps structure [60]. High voltage is used to reduce the pressure of the vacuum chamber, by ionising gas molecules and using magnetic fields to direct and embed them in reactive targets (primarily titanium).
3.2 Photon Sources

Utilising different photon sources allows the measurement of different properties or aspects of the sample. For instance, the energy of photon source has an important effect on the analysis and quantification of XPS spectra. Meanwhile, varying the photon energy allows for selection of surface sensitivity [61]. Different sources also vary in intensity and polarisation etc [62]. Two different photon sources are used during the course of these investigations at the laboratory; a twin anode x-ray lamp and a magnetron based helium plasma source for XPS and UPS respectively, which will be introduced in this section.

**Figure 3.2** Schematic diagrams of the REES UHV pumping system.
3.2.1 X-Ray Radiation Source

Since its early discovery in 1895 [63], x-ray radiation has been proven as one of the most powerful tools used to probe the properties of matter in a wide range of scientific disciplines. As detailed earlier, the quantification of a photoelectric peak in XPS relies on the incident x-ray photon being monochromatic and its energy known.

Using metal targets as anodes to generate x-ray photon sources is the conventional setup for laboratory XPS procedure. A VG twin anode x-ray gun has been used in the following investigations. It has Al and Mg anodes producing Al Ka and Mg Ka photon sources primarily. The lamp is operated at a bias of 15 KV and a flux of 20 mA at a distance of 25 mm from the sample surface. All data presented in this study was obtained using Mg Ka radiation which has the narrowest line width of the two anodes at around 0.7 eV. In the twin anode x-ray gun, the x-ray source is produced by accelerating electrons emitted from a filament into a target anode that is at high voltage relative to the filament and ground (Figure 3.3). This produces a series of x-ray lines that are dominated by the Ka1,2 transition at 1253.6 eV for the Mg and 1486.6 eV for the Al anode. However other less intense (higher energy) x-rays are produced due to other electron transitions within the metal anode such as Ka3,4. But these transitions usually generate a negligible amount x-rays which have intensities ≤1.0 % of the Ka1,2 peak [64].
Figure 3.3 The configuration of a VG Twin anodes x-ray gun with Mg and Al anodes.

3.2.2 Ultraviolet Radiation Source

The high energy photons produced by the x-ray lamp (>1KV) allows the excitation of core-level electrons (those not involved in chemical bonding) from the sample. Since the photoionisation cross-section of core electrons is much larger in comparison with valence electrons at high energies, the intensity of core level peaks dominates the
spectrum, and features such as valence states are diminished. Therefore a low energy source to study the valence electrons is necessary for the full characterisation of the sample under investigation.

In this case, characteristic emission lines from various noble gases are conventionally used as an excitation source for ultraviolet photoelectron spectroscopy (UPS) or angle-resolved photoelectron spectroscopy (ARPES) with the sources known as a discharge lamps [65]. Resonant fluorescence is produced when the gas is excited and decays, emitting high intensity photons with narrow line widths [19]. A UVS-300 Specs high brilliance UV source is employed in the following studies to produce HeI and HeII lines at 21.2 eV and 40.8 eV respectively. The generation of a high density plasma in a small region of the discharge section of the lamp is achieved by guiding electrons emitted from a hot filament along the lines of a strongly inhomogeneous magnetic field within a partial pressure of the noble gas species required [66]. A turbomolecular pump is located between the discharge chamber and a quartz capillary used for extracting the ultraviolet radiation to analysis chamber (shown in Figure3.2). The UV source generates a small spot (diameter at ~1mm) on the sample surface at a maximum induced photocurrent of 200nA.

3.3 Surface Treatment

As discussed in the last chapter, the surface in situ processes in this work were performed by thin film deposition or active gases termination. In these investigations,
homemade Knudsen cells (K-cell) are used as evaporation source for thin films growth, and a non-thermal plasma source at the laboratory is used for the surface terminations.

### 3.3.1 Knudsen Cell (K-cell)

A large variety of deposition technologies have been developed that can facilitate the growth of materials for both industrial and academic areas during the past decades, including thermal evaporation in vacuum, glow-discharge processes (ion sputtering etc.), gas-phase chemical processes (CVD etc.), liquid-phase chemical processes (electroplating) [67], and liquid-phase evaporation in vacuum via electrospray which has been demonstrated recently [68]. Among those thermal evaporation via physical vapor deposition (PVD) in vacuum has been employed for the following studies, which is a primary technique that enables the deposition of a wide range of materials[69, 70].

Homemade Knudsen cells (K-cells) were used for the deposition of 5-Fluorouracil and pure Fe during the following investigations (illustrated in Figure 3.4). A ceramic crucible containing the desired material is heated by passing current through a tungsten wire wrapped around the crucible in vacuum. Here the tungsten wire is threaded through ceramic tubes to ensure electrical isolation from each other. A K-type thermocouple is attach to the crucible for monitoring the temperature of the source, and a stainless steel shroud around the entire unit ensures that a collimated beam of the source propagates toward the sample surface within the vacuum vessel, whilst also acting as radiative heat
shield. The source is supported on stainless steel rods fixed to a CF70 vacuum flange.

Shutter is present at the end of the shroud for controlling the deposition time.

**Figure 3.4** A schematic diagram of the homemade Knudsen cell used for PVD of metals and organic materials in Aberystwyth materials laboratory[58].

The temperature and pressure of vacuum chamber must be maintained at a minimum level (usually around 3-8x10⁻⁹ mbar) during the deposition of materials with high melting temperatures such as metals, due to the chamber and deposition material outgassing contaminations onto the sample. In this case, water-cooling is equipped in order to maintain the high purity of the deposition beam. Another important parameter for depositing with K-cells is the growth rate of the thin films, which is dependent on the material, evaporating temperature and surface [21]. However the most controllable method to achieve a constant growth rate is by varying the
temperature (power) of the K-cell, which measured by a thermocouple in contact with the crucible. A well-calibrated growth rate can be measured with an oscillating quartz crystal thickness monitor [71] or calculated from XPS spectra for thin coverages [61].

3.3.2 Non-Thermal Plasma Source

As it shown in Figure 3.5, the custom UHV non-thermal plasma source at the laboratory was first setup by S. Evans in 1970s [72]. Activated hydrogen (H*) can be created by using a source gas mixture of 50/50 argon in hydrogen. Argon is used in the hydrogen because it lowers the striking voltage necessary to create the plasma (Paschen’s law), in turn ionising the hydrogen (which has a much higher striking voltage). A brass microwave cavity (MW-cavity) is placed around a quartz tube which connects with the plasma chamber and is sealed by polytetraflouroethylene (PTFE) ferrules within hoke fittings. Manipulation of the MW-cavity around the quartz capillary is possible via orthogonal micromanipulators in order to tune the cavity a tuning pin that changes the internal dimensions of the cavity (hence resonance frequency) also aids this. Compressed air forced around the capillary and cavity was used to cool the instrument during operation.
Figure 3.5 A cross-section diagram of the custom made plasma system on the REES system.

Microwaves generated by a 2.45Ghz microtron (EMS200 MKII) were coupled to a reflected microwave power meter, which was used to assist the tuning of the cavity (lowest reflected power). The MW-cavity lies at a distance of 100 mm from the sample position, and the end of the quartz tube is 20mm away from the sample. A tungsten bulb filament and thermocouple can approach the rear of the sample holder in order to increase the substrate temperature to near 600°C. The thermocouple is placed in good contact with the rear of the sample holder during heating. The hydrogen plasma is normally performed at pressure of $6 \times 10^{-4}$ mbar (measured by Pfeiffer full range cold cathode gauge) excited by 150W microwaves at a reflected power <3W. Hydrogenation of the sample was performed with a substrate temperature at 450°C for 20 min and then controlled cooling of the substrate to 200°C over 20min.
3.4 Sample Holder and Stage

In vacuo annealing can be performed on the sample during the real-time measurement in the analysis chamber as another type of in situ treatment used for these investigations. A good thermal contact between the sample and the heater is therefore crucial for precisely controlling the temperature of the sample.

3.4.1 Sample Holder

Figure 3.6 presents the custom-made molybdenum sample holder which is employed in the vacuum system. 0.2mm molybdenum (Mo) sheet was used for the sample holder due to its high melting temperature and good thermal conductivity. A top plate was handmade with 0.125mm thick Mo for each sample. The faceplate then slides under the folded ‘wings’ of the sample holder to create a secure mount for the sample.
**Figure 3.6** Schematic diagrams of the standard custom Mo sample holder (dimensions in mm).

### 3.4.2 Sample Mounting & Heating Stage

The sample stage consists of a 0.3mm thick Tantalum (Ta) faceplate and a UHV compatible Boralectric® heater, which comprises of encapsulated graphite tracks within boron-nitride (BN). These two parts were connect through Ta rods, Mo nut and ceramic washers, as shown in Figure 3.6, which makes a good thermal contact with sample during the measurement and enables heating the sample up to ~1200°C maximum. A type-K thermocouple is mounted on one of the ceramic support rods and in good mechanical contact with the Ta faceplate which can measure the sample temperature, whilst sample ground/drain source is connected with the other bolt. Two stages of
reflective heat shields are mounted on the rear side of the heater to ensure that heating of the connection cables (not shown) that traverse up the rear of the manipulator plate is kept to a minimum. 1mm diameter Ta wire was spot-welded to the rear of the faceplate as rails for guiding and securing the sample holder. A programmable Kenwood PDS60-12 regulated DC power supply is used for heating power and the constant-current vs time profiles can be exported with LabVIEW software.

**Figure 3.6** Schematic diagrams of the standard custom made sample stage with the Boralectric® heater equipped on the manipulator for the transfer chamber and analysis chamber (dimensions in mm).
3.5 Electron Analyser

A large variety of techniques have been used to measure electron spectrum including time of flight, deceleration in an electric field, or orbit change in a magnetic field [37]. In a PES measurement, an electron energy analyser is used to disperse the photoelectrons emitted from the sample into their respective kinetic energies, therefore to generate an electron intensity curve as a function of kinetic energy (known as the PES spectrum) [73]. A ‘SPECS Phoibos100’ hemispherical electron analyser (HSA) is the primary analyser in the Aberystwyth materials physics laboratory. Figure 3.7 shows the operating principle of the hemispherical electron analyser. The HSA is based on two hemispheres, which are electrically isolated. At one end of the hemispheres is an entrance plane containing an entrance slit, while on the opposite side is an exit plane.

The 180° geometry provides perfect focus of electrons from the entrance slit to the exit plane without distortion, making it superior to other analyser designs [74]. After being excited into vacuum (aka the photoemission process), photoelectrons are collected and retarded by the electrostatic lenses and then focused onto the entrance plane of the HSA. Two negative voltages ($V_1$ and $V_2$) applied to the two hemispheres ($R_1$ and $R_2$) result in electrostatic dispersion of the electrons and imaging at the exit plane. As shown in Figure 3.7, the trajectory of the higher kinetic energy electrons through the analyser is in blue while the trajectory of the lower kinetic energy electrons is in red. The energy of those electrons following a perfect trajectory (green) through the
analyser is known as the pass energy $E_p$, which is dependent on the difference in potential $\Delta V$ applied between the two hemispheres and the radii of the inner and outer hemispheres, given by *Eqn 3.5.1*, where $q$ is the electron charge [7].

$$E_p = (-q)\Delta V \left( \frac{R_1R_2}{R_2^2 - R_1^2} \right)$$

(*Eqn 3.5.1*)

---

**Figure 3.7** Schematic diagram of the hemispherical electron analyser. $R_1$ and $R_2$ are the radii of the inner and outer hemispheres respectively, whilst $R_0$ the mean path of the electron beam.

The resolution of the photoelectron spectrum can be adjusted via controlling the pass
energy of the analyser. Usually, high resolution spectra can be acquired with a small pass energy, although the intensity of the spectrum will be attenuated due to less electrons imaged on the exit slit. In contrast, with a high pass energy can improve the electron transmittance, i.e. signal strength, but results in a low resolution of the spectrum. Photoelectrons are collected and focused by the electrostatic lens and the kinetic energy of these electrons will be retarded to the pass energy at the entrance slit. The energy resolution of this mode can be obtained from the following equation:

$$\Delta E = E_p \left( \frac{R_1 R_2}{2R_0 + \alpha^2} \right)$$

(Eqn 3.5.2)

where $R_0$ is the mean radii of the two hemispheres and $\alpha$ is the angular half aperture of the electron beam at the entrance slit and is determined by the electrostatic lens system. With the analyser functioning in this way the spectrum acquired is known as a fixed analyser transmission (FAT), which is always used when performing XPS. In order to acquire a spectrum over larger energy ranges it is necessary to scan the potential applied to the lenses. The efficiency at which the lenses deliver different energies onto the focal plane of the analyser is called the transmission function, and differs for all lens modes of the analyser. The transmission function therefore plays an important role in quantifying the intensity of peak profiles. It is usually included in the data acquisition software and transferred to the analysis software for this purpose.
Traveling through the hemispherical analyser, the dispersion energy scale of the electrons at the focus plane is related to the position at which they appear on the screen. The energetic dispersion being determined by the electron pass energy. A relationship between electron energy and position along the exit plane is given by,

\[ \Delta E_k = D(\Delta x) \]

(Eqn 3.5.3)

where \( \Delta E_k \) represents kinetic energy, \( D \) the dispersion in eV/mm, and \( \Delta x \) distance along the plane.

### 3.6 Position Sensitive Detector

The Aberystwyth group has developed a custom made multi-channel detector and realised the measurement of a core level spectrum in second regime[11, 15]. The electrons are detected by several methods when they arrive at the exit plane of the HSA. For acquiring an electron energy spectrum, it is necessary to count the number of electrons as a function of energy. Originally the channeltron detector (a type of photomultiplier tube) was the optimum detector of choice due to its dynamic range, detection efficiency and lifetime. For a given set of analyser voltages only electrons of a known energy could traverse to the electron counter. Thus by varying the analyser voltages the electron energy distribution could be measured. The disadvantage of the single detector mounted at the exit plane of the analyser is that efficiency is too low, due to all electrons with trajectories outside the exit slit being lost, extending the
amount of time for measuring. Researchers then realised that having more than one exit slit/channeltron configuration would allow the spread of the spectral features to be captured more easily and with more energy resolution. Early systems focused on one exit slit at either side of the central slit, which later developed into a multi-slit configuration. An example is the SPECS Phoibos MCD-9 detector, which has nine slits [75]. Although it was still not efficient enough, only 7% of the available energy window will be counted at any time [8].

Position sensitive detectors (PSD’s) are capable for spatially resolved electron counting at the analyser exit plane, which are primarily composed of a microchannel plate, an array of many photomultipliers (or channel electron multipliers CEMs) in parallel with each other[76]. Each unit of those detectors allows for counting the number or luminescent intensity of incoming electrons. With PSDs, the efficiency of detection and time of measurement have significant improved. Four classes of PSD are noted in the literature; discrete channel, coincidence array, charge division and optical image detectors. The last method was used for this investigation.

Figure 3.8 shows the configuration of the PSDs. A microchannel plate (MCP) is employed for amplifying the number of electrons impinging on the detector after traversing the analyser to the exit plane. The channels are usually made from semiconducting glass, so that large amounts of secondary electrons treated can be generated with the inner
wall, and electrons can be easily amplified by applying a kilovolts high potential across the plate[77]. When an electron enters the MCP it collides with the wall and ejects more electrons, and as the tubes are in an array, the emission onto the detector is still spatially resolved in energy. Therefore only a gain in the number of electrons detected is caused via the MCP, further enhancing the time efficiency of this method. Typical gains are expected of between $10^3$-$10^5$ counts.

![Diagram](image)

**Figure 3.8** The operating principle of a position sensitive detectors (taken from reference[11]). Photoelectrons are directly detected on collection anodes situated underneath a multi-channel plate electron multiplier. Each anode is in direct contact with its pre-amplifier and discriminator circuitry.

Discrete channel detectors are a series of collecting channels positioned underneath the MCP, each channel being connected to a discriminator and pulse counting hardware, which may directly count the number of incident electrons. Therefore the number of discrete channels available aids in counting efficiency. Early examples have been demonstrated
consisting of 40 channels [8] and 96 channels [10]. Incorporating the electron counting electronics and channels into a single device addresses as the noise and geometric difficulties. However progress on the denser arrays has been made, including those created at Aberystwyth University that increased the number from 198 channels to 1526 channels (currently being characterised) by D. Langstaff and A. Evans [11, 12, 78].

The optical image method is an indirect method relying on the conversion of electrons to photons by using a phosphorescent screen and imaging the screen with a Charge Coupled Device (CCD). The phosphor screen/CCD configuration has an advantage over the discrete channel method in that it measures the exit plane in two dimensions allowing the energy and angular distribution of the electrons to be determined, and was used in this work. Here the electrons that are generated in the MCP are incident on a phosphor screen in turn causing luminescence, and then the fluorescence is imaged with a CCD. The energy scale of the energy-dispersed electrons at the exit plane (energy window) is then related to the position at which they appear on the screen (pixel number). As the pass energy changes, the scale of the energy window changes (amount of dispersion from the perfect transmission trajectory in figure 3.7), and a relationship for the measured kinetic energy at the screen can be derived from Eqn 3.5.3, given as,

$$\Delta E_k = D(\Delta \text{pixel})$$

(Eqn 3.5.4)

where $\Delta E_k$ represents kinetic energy, $D$ the dispersion in eV/pixel, and $\Delta \text{pixel}$ number of
the pixel.

3.7 Real-time Electron Spectroscopy

As the main spectroscopy kit at Aberystwyth group, most of the techniques and instrumentations on the Real-time Electron Spectroscopy (REES) system have been introduced, including the UHV system, PES and *in situ* processing units etc. The units equipped on each part of the system have been introduced in part 3.1 combined with the UHV system and the configuration of the entire system has been illustrated in Figure 3.1. However, in this section, the operating process of the real-time electron spectroscopy (as shown in Figure 3.9) will be explained.

The REES is composed of a sample stage, evaporating sources (K-cell) and a photoelectron spectrometer equipped with a CCD, which allows 477 pixels across the energy dispersive for snapshot spectrum. The graphite/BN boroelectric heater attached to the sample stage can provide controlled temperature profile on the sample by applying programmable power (maximum temperature as 1200°C). Therefore the real-time measurements make it possible to measure a core level electron spectrum in seconds-regime during the surface treating process (including the annealing process and thin film deposition process). The real-time data could present the spectra in 2D block mode as shown in Figure 3.9, which is a series of the core level snapshots during the
acquisition period.

A single file, which contains experimental variables (time, pressure, temperatures, heater current, heater voltage) and the snapshot spectrum, can be exported with LabvVIEW software. Files were composed of 14 columns of experimental variables and 477 columns of CCD pixel intensities, with each row representing one measurement. After processing with the CasaXPS software, specific information on the core level spectra can be used for analysis and further discussion, for example plotting the variation of peak position vs intensity with the time. The snapshots are usually fitted in CasaXPS with a SGL (Sum Gaussian-Lorentzian) line-shape (Voigt function) with a Shirley background [79]. In addition, the conventional XPS, UPS and LEED measurements can be used for further characterization, such as studying the chemical composition and electronic structure of the surface.
Figure 3.9 Schematic diagram of operating process of Real-time Electron Spectroscopy, consisting of a sample stage, in situ heating/deposition devices and a hemispherical electron analyser equipped with a 477 pixels CCD unit.

3.8 Chapter Summary

In this chapter, the main instrumentation requirements for x-ray photoelectron spectroscopy have been presented. An overview of current developments in the field of fast electron detection, which underpins the ability to perform real-time photoelectron spectroscopy has been given. It has demonstrated that the Aberystwyth REES system allows temperature-dependent and thickness-dependent real-time photoelectron spectroscopy to be performed with the laboratory x-ray source. The following chapters will present experimental data gathered using this system.
CHAPTER 4 – DIAMOND SURFACE

4.1 Introduction

During the past few decades, diamond research has been a focus of materials scientists worldwide. The superior hardness, chemical stability and thermodynamic properties have all been well established. Semiconducting diamond was found having great potential in the application of electronics due to its extraordinary properties, including biosensors [80], transistor [81, 82], and photonic and optical devices [83, 84]. Furthermore, it has recently been reported that the unique spin properties of the diamond nitrogen-vacancy (NV) center allow it to act as a solid-state “artificial atom” [85, 86], and thus acknowledged as a promising technique in application of spintronic devices [87-89] and quantum information [90, 91]. It has been found that the desirable optical and spin properties of NV centers are affected by interactions with the near-surface properties of diamond [92]. However, as the dimensions of diamond-based applications continue to decrease and quantum devices approach nano-scales, the role of the surface therefore becomes increasingly important and challenging in both the industrial and academic fields. In this case, the chemical and physical modifications on the surface are widely utilized as one of the most conventional and effective methods for developing and controlling diamond-based applications [16, 93, 94].
4.1.1 The Nature and History of Diamond

Diamond, as an allotrope of carbon, is in a metastable phase at atmospheric pressure and room temperature, where the thermodynamically preferred allotrope of carbon is graphite; therefore the existence of diamond at room temperature is due to the large activation barrier for conversion from diamond to graphite. As a material which possesses many extreme properties including extreme hardness, high thermal conductivity and a wide-range optical transparency ranging from the far IR to UV [95], diamond is unique in many ways.

- Extreme mechanical hardness (ca. 90 gPa) and wear resistance
- Highest bulk modulus (1.2 × 10^{12} N m^{-2})
- Lowest compressibility (8.3 × 10^{-11} m^2 N^{-1})
- Highest room temperature thermal conductivity (2 × 10^3 Wm^{-1} K^{-1})
- Thermal expansion coefficient at room temperature very low (1 × 10^{-6} K)
- Broad optical transparency from the deep ultraviolet to the far infrared
- Highest sound propagation velocity (17.5 km s^{-1})
- Very good electrical insulator (room temperature resistivity is ca. 10^{13} Ω cm)
- Diamond can be doped, becoming a semiconductor (wide bad gap of 5.5 eV)
- Very resistant to chemical corrosion
- Biologically compatible
- Some surfaces exhibit very low or ‘negative’ electron affinity

Table 4.1 Some ‘extreme’ properties of diamond (taken from reference [95])
Various valence and hybridisation states can occur through combination of the valence electron wave functions in carbon. For diamond, due to the overlap of the wave functions with neighbouring atomic sites within the lattice, a combination of s and p like character functions arise from the L-shell of the ground-state atom (2s²2p²). Sp³ hybridisation occurs when a C has 4 attached groups This means that four independent valence electron states are now available for bonding, which in the case of diamond bond to four neighbouring carbon atoms (sp³-bonded) creating the tetrahedral symmetry and configuration shown in Figure 4.1. The resulting crystal structure is two interpenetrating FCC lattices with a cubic edge length of 3.57 Å and a C-C spacing of 1.54Å [96].

Figure 4.1 Diamond cubic structure.

Natural diamonds usually contains a variety of impurities (especially nitrogen). The range of defects in diamond result in a wide array of characteristics, thus stringent guidelines are in place for the classification of natural diamond, for example classified by color[97],
transparency [98], purity [99]. Two types were first distinguished by Robertson *et al* as a small number of diamonds showed lack of absorption in the infrared and the ultraviolet, which is based on nitrogen concentration and used to classify natural crystals [98]. The ‘transparent’ diamonds were classified ‘Type II’ and the majority ‘Type I’. It was found that the lack of nitrogen was responsible for the deviation in spectroscopic absorption where natural diamonds of Type I contain around 0.3% nitrogen and Type II virtually none. Further subcategories were added when phosphorescence and conductivity were apparent in a tiny fraction of the stones studied by Custer [99]. Boron substitutions in the lattice were responsible for the observed conductivity.

- Type Ia – Nitrogen content of around 0.3% (Most common)
- Type Ib – Very low nitrogen content around few hundred ppm (Rare)
- Type IIa – Undetectable amount of nitrogen (Very rare)
- Type IIb – Naturally boron doped, semiconducting (Extremely rare)

**Table 4.2** Four categories of current classification of natural diamonds.

Diamonds formed naturally in the earth under high pressures and temperatures usually are insulating. The first synthetic crystalline diamond was demonstrated by General Electric in 1950s with a high-pressure high-temperature (HPHT) method [100]. By subjecting graphite to extreme pressures in a cell full of transition metal at high temperature, diamond crystals were produced in small size and can be used as abrasives. The process is now available to produce large crystals; however the substrates for
electronic applications can not be produced due to an abundance of nitrogen defects created with this method. In this case, researchers have invented Chemical Vapor Deposition (CVD) methods to produce thin films of diamond that met the stringent requirements for semiconducting applications; namely good crystallinity (polycrystalline or monocrystalline), low nitrogen content (for transparency), selective dopant levels (to vary the conductivity) and large wafers for industrial processing of devices. CVD synthesis of diamond is also possible and was also demonstrated in the 1950s but was not pursued until the 1980s due to the low growth rates [101]. A vast variety of large single crystal growth is now possible with CVD with a high degree of control over the chemical content [32]. The most common technique of CVD growth is microwave plasma CVD (MPCVD) method. The process involves some initial gas phase chemistry, in which the reactant gas (gases) is (are) activated into the atomic state, and then incident onto a substrate for epitaxial growth. The growth mechanism relies on the different bond strengths between the gas species. The added advantage of doping the material during growth with boron means that it is possible to produce p-type semiconducting and even superconducting diamond wafers[102-104].

4.1.2 Diamond Surfaces

Utilising boron-doped diamond wafers as semiconducting substrates has been discussed for decades due to its wide band gap. In this case, understanding the various band gap states is of fundamental importance for research. For the semiconductors, these states
depends on the passivation of the surface dangling bonds, either by chemisorbed adsorbates or by the formation of mutual chemical bonds as a consequence of surface reconstruction. Depending on the type of surface termination, specific surface states in the gap of the semiconductor are eventually formed at the surface with wave functions more or less localized at the surface and with the capability of accommodating extra electrons or holes extracted from the bulk of the material. The growth dominates on the two crystallographic planes (100) and (111), illustrated as in Figure 4.2; however (100) is the preferential growth direction as stacking faults along the (111) direction are easily formed [105, 106]. A single crystalline CVD diamond with (100) facet was used for this investigation.

Figure 4.2 The (100) and (111) crystallographic orientations in diamond lattice, shown in a) and b) respectively.

The bulk terminated diamond (100) surface contains two dangling bonds per surface atom and favors lowering their energy considerably by forming mutual bonds. As a consequence, a clean diamond surface is unstable in the 1x1 geometry (Figure 4.3a) and
reconstructs into a 2x1 geometry (Figure 4.3b) with neighboring surface atoms forming \(\pi\)-bonded dimers along the (011) axis. The atomic spacing of the surface atoms is \(a/\sqrt{2} = 2.523\ \text{Å}\) for the 1x1 geometry, while \(\pi\)-bonded dimers of the 2x1 geometry has a spacing of \(d(\text{C-C}) = 1.37\ \text{Å}\). Since the surface has a twofold symmetry \((\theta_{\text{mirror plane}}=90^\circ)\) the reconstruction is equally likely to occur along the \([0\bar{1}1]\) direction, meaning two rotational domains of the reconstruction are usually observed[107].

**Figure 4.3** Schematic image (top and side view) of the three top most layers of carbon atoms of the ordered diamond (100) surface. a): the bulk terminated, unreconstructed 1X1 geometry. b): the 2x1 reconstructed geometry. The atoms subtended by pink shadow represent the unit cell of each structure.
4.1.3 Diamond Surface Terminations

The oxygen-terminated and hydrogen-terminated (O-/H-) diamond surfaces are the most widely studied due to their many potential applications. The surface properties of diamond depend on a combination of factors including the chemical species, surface roughness, surface reconstruction and the surface adsorbates. All of the above factors influence properties such as surface conductivity, surface dipole, work function and electron affinity. The electron affinity ($\chi$) of diamond may cover a range of about 3 eV for the same diamond by varying the surface from fully hydrogenated C(100)-(2×1):H ($\chi=-1.3$ eV) to oxidized C(100)-(1×1):O ($\chi=+1.7$ eV), as reported by L. Ley[108]. In addition, the surface composition can be widely divergent when the surface is pretreated with different oxidization processes. For instance, S. Szunertis et al. found that the proportion of ether groups (C-O-C) varied from 6% to 14% then 29% on the diamond surface by using plasma oxidation, electrochemical oxidation and 55 min photochemical oxidation respectively [109]. It is possible to alter the physical and chemical properties of the diamond surface termination to tune for different diamond applications. For example, J. Macpherson et al demonstrated that the H-termination on highly boron-doped diamond (BDD) electrodes (~$10^{21}$cm$^{-3}$) is electrochemically unstable, an effect which depends on the doping concentration of diamond and the input potentials[110]. Although some progress for revealing the nature of the diamond surface termination has been made, the surface composition and structure change during the treating process, especially high temperature annealing, is still not fully
understood.

As shown in Figure 4.4, a model of the surface geometry of the ideal diamond C(100)-(1×1):O surface has been constructed using the Avogadro software package (details of the software seen in ref [111]) with spacing parameters obtained from [112]. The bond length of bulk diamond is set as 1.545 Å. The C(100)-(1×1):O structure was modeled with the co-existence of C-O-C and C=O groups. The C-O-C groups (so-called ether groups) are displayed in the ‘bridge’ configuration with a length of 1.484 Å. For the C=O groups (so-called ketone groups), the oxygen atoms are located on the top of the surface carbon atoms with a bond length of 1.19 Å.

![Figure 4.4](image)

**Figure 4.4** Shows the 1x1 surface geometry of the oxygen terminated (100) diamond surface. Oxygen atoms (red spheres) bond with the top layer carbon atoms (grey spheres) in two types, ether and ketone groups.

For the hydrogen-terminated (100) surface (shown in Figure 4.5), the surface carbon atoms are single bonded to adjacent atoms in dimer chains (bond length = 1.61 Å),
which show a 2x1 surface geometry. The hydrogen atoms are bonded to each of the atoms in the C-C pair. The C-H bond length is 1.11 Å and the distance between the two hydrogen atoms in a pair is 2.49 Å [112].

Figure 4.5 Shows the 2x1 surface geometry of the hydrogen terminated (100) facet diamond. Two hydrogen atoms (silver spheres) bonds with each top layer π-bonded dimers (grey spheres) as in single bonds.

The electron affinity $\chi$ is the energy difference between the conduction band minimum ($E_{\text{CBM}}$) and the vacuum level ($E_{\text{vac}}$), (equation 4.1.1),

$$\chi = E_{\text{vac}} - E_{\text{CBM}}$$

(Eqn 4.1.1)

The energy band diagram for the oxygen-terminated diamond surface is presented in Figure 4.6a. As a typical semiconducting surface, it exhibits a positive electron affinity (PEA). Since oxygen possess a higher electronegativity than carbon, the carbon-oxygen bond on the surface is polarized with a negative charge $\delta^-$. In this case, the oxygen atoms would produce a potential step that locates the vacuum level above the CBM.
increasing the energy barrier ($\chi$) that would reduce the probability of low energy electrons escaping into the vacuum.

However, the electron affinity $\chi$ can be modified with different surface terminations. For example, the hydrogenated surface has a true negative electron affinity (NEA), one of the most interesting and unique features of diamond [113]. In contrast to the O-terminated surface, the hydrogen exhibits a lower electronegativity than carbon so that the polarity of the surface dipole is reversed, leading to $E_{\text{VAC}}$ located below the CBM (Figure 4.6b). From the band diagram, the electron affinity $\chi$ can be derived from the absolute values of the work function $\phi$ and $E_{\text{Fermi}}-E_{\text{VBM}}$, according to equation 4.1.2.

$$\chi = \phi + (E_{\text{Fermi}} - E_{\text{VBM}}) - E_{\text{gap}}$$

(Eqn 4.1.2)

![Image of band diagrams](image_url)

**Figure 4.6** Band diagrams of the O-terminated diamond surface and the H-terminated diamond surface, as shown in (a) and (b) respectively.
4.2 Experimental

In this investigation, the transition process of surface composition and electronic structure of the oxygen-terminated diamond (100) surface was studied during high temperature annealing at 1000°C. The experimental data reveal the initial and final temperature of oxygen desorption and the surface band bending on the oxygen-terminated semiconducting diamond surface was found to vary by around 1 eV during the heating process. During the heating process, a transition of the surface structure from a C(100)-(1×1):O surface to C(100)-(2×1):H surface was observed.

4.2.1 Surface Pretreatment

The sample used was a moderately boron-doped ($N_B \approx 2 \times 10^{16} \text{ cm}^{-3}$) synthetic (100) CVD grown single crystal diamond (7.5 × 7.5 × 1.5 mm$^3$) provided by Element Six Ltd. The diamond surface topography was measured with a PSIA XE-100 non-contact mode atomic force microscopy (NC-AFM), which reveals a root-mean-squared roughness <0.2 nm, as shown as in Figure 4.7.
Figure 4.7 AFM profiles of the post-polished diamond (100) surface. Top: the topography image of a 10×10 µm area on flat diamond (100) surface; bottom: line profile extracted from the image by integrating the selected region (dash lines).

The O-terminated surface was produced with an acid-oxidizing method. The sample was heated in sulphuric acid (H₂SO₄, 98% purity, 10mL) for 10 minutes followed by the addition of potassium nitrate (KNO₃, 0.5g) and heating for a further 10 minutes. The diamond was then rinsed and sonicated in acetone, isopropanol, and de-ionized water.
respectively, then dried using clean nitrogen gas before loading into the UHV system.

4.2.2 *In Vacuo* Annealing & Characterization.

The real-time data enables the recording of spectra in 2D block mode as shown in Figure 3.9, where each snapshot spectra in the time domain is arranged along the y-axis and the binding energy along the x-axis. This analysis process enables the extraction of specific information about the core level spectra, for example plotting the variation of peak position and intensity with time. Conventional XPS, UPS, and LEED measurements were also utilized in this work to determine the chemical composition and electronic structure of the surface.

4.3 Results and Discussion

4.3.1 XPS Study of the Oxygen-Terminated (100) Surface

To investigate the O-terminated diamond (100) surface, a series of conventional XPS surveys were performed while annealing the sample to different temperatures. Since high temperature annealing forms a Mo-carbide on the rear of the diamond sample, the sample is grounded and reliable drain current measurements can be taken (shown as in Figure 3.6). Figure 4.8 shows wide XPS survey spectra and the oxygen content on the acid oxygenated (100) surface measured at room temperature (red) and after annealing
cycles of 350 °C (blue), 600 °C (green) and 1000 °C (orange).

Figure 4.8 XPS wide spectra of the oxygen-terminated (100) surfaces measured at room temperature (23 °C) (red), after annealing cycles at 350 °C (blue), 600 °C (green) and 1000 °C (orange).
<table>
<thead>
<tr>
<th></th>
<th>C1s (%)</th>
<th>O1s (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT</td>
<td>93.9±0.1</td>
<td>6.1±0.1</td>
</tr>
<tr>
<td>350 °C</td>
<td>94.3±0.1</td>
<td>5.7±0.1</td>
</tr>
<tr>
<td>600 °C</td>
<td>97.4±0.1</td>
<td>2.6±0.1</td>
</tr>
<tr>
<td>1000 °C</td>
<td>100</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 4.3 Concentration of O1s and C1s derived from the XPS wide survey data.

The concentration of oxygen ($\phi_{\text{oxygen}}$) was evaluated by the CasaXPS software from the widescans. This concentration can be converted into coverage of oxygen ($C_{\text{oxygen}}$) on the diamond surface, by using Eqn 4.3.1,

$$C_{\text{oxygen}} = \frac{\phi_{\text{oxygen}}}{\sum_{i=1}^{+\infty} \frac{d}{\lambda} e^{-\frac{d}{\lambda}}}$$

(Eqn 4.3.1)

where $\lambda$ is the electron mean free path of C1s photoelectron, $d$ is the layer separation distance in (100) faceted diamond and $i$ is the number of layers. The result of this calculation is presented in Figure 4.9.
Figure 4.9 Oxygen concentration ($\phi_{oxygen}$) and coverage ($C_{oxygen}$) of the surfaces calculated from the XPS wide spectra.

As shown in Figure 4.9, the oxygen coverage $C_{oxygen}$ was 0.96 of a monolayer (ML) after chemical oxidization, using $\lambda=1.4$ nm [1] and $d=0.89$ Å [112], which then slightly decreased to 0.90 ML during the annealing cycle at 350°C. A sharp decreasing trend (from 0.89 ML to 0.4 ML) appeared during the next cycle from 350°C to 600°C. The O1s peak disappeared after annealing to 1000°C, indicating that the oxygen was totally removed from the surface. Meanwhile, the C1s peak shows an obvious increase in intensity and narrower FWHM when the room temperature surface was heated to 350°C, implying that the contaminating sp$^2$ carbon was largely removed. The quantity of O1s only decreased slightly, implying the most of oxygen adsorbates were bonded to the surface carbon layer.

To further identify the oxygen species, Figure 4.10 shows detailed O1s and C1s core level
spectra which were recorded at room temperature (RT), and after annealing cycles to 350°C, 600°C, and 1000°C. All the spectra were fitted using a Sum Gaussian- Lorentzian (SGL) lineshape in CasaXPS after subtraction of a Shirley background. The intensities were normalized with respect to the maximum intensity of each core level. From the O1s spectra, three component peaks are extracted at 531.7±0.2 eV (blue) 530.4±0.2 eV (red) and 529.3±0.1 eV (green). Although little previous research could be found for identifying O1s spectra of the O-terminated diamond, according to the C1s spectra in figure 4.10, the three fitted components at 531.7 eV, 530.3 eV and 529.3 eV were discussed as ether (C-O-C) group, carbonyl (C=O) group and carboxyl (COOH) group respectively. C1s spectra were fitted with six different component peaks. For the oxygen-terminated diamond (100) surface, the peaks at the higher binding energy of main sp³ peak are usually assigned to hydrocarbon (+0.5 to +0.8 eV) [114, 115] and oxidization states (ether group at +1.0 to +1.5 eV, carbonyl group at +1.8-2.5 eV, carboxyl group at +3.0 to +4.0 eV) [110, 116, 117], while the peak at lower binding energy is associated with sp² C-C (-0.9 to -1.4 eV) [109, 118]. In C1s profiles, the most intense component peak found at 284.5±0.1 eV (red) is attributed to the sp³ C-C from the diamond bulk. The peaks at 285.4±0.1 eV (orange), 286.4±0.1 eV (green), 287.3±0.1 eV (purple), 283.3±0.1eV (blue) were assigned with C-O-C group, C=O group, COOH group and sp² C-C group respectively for spectra recorded at RT, 350°C, 600°C. However, a small peak at 285.2 eV (pink) suggests that a small amount of C-H appeared after the annealing cycle to 1000°C.
Figure 4.10 Core level XPS spectra for the oxygen-terminated diamond (100) surface measured at room temperature (23 °C) and after annealing cycles at 350 °C, 600 °C and 1000 °C. Left: O1s core level spectra. Right: C1s core level spectra with peak fittings. The open symbols represent the experimental data; the colored lines represent fitted components; and the black lines represent the overall fit.
From the O1s core level spectra, comparing the surfaces at RT and after 350 °C annealing process, the ratio of C-O:C=O:COOH varied from 60%:25%:15% to 62%:28%:10%, indicating that the COOH was preferentially desorbed below 350 °C while C-O and C=O persist on the diamond surface. After heating to 600 °C, the COOH was totally removed while the intensity of both the C-O and C=O groups was reduced. No oxygen was detected after the surface was heated to 1000 °C. In the corresponding C1s spectra, the sp2 carbon concentration reduced from 6.9% to 3.7% during heating from RT to 350 °C, then to 0.78 % at 600 °C. This implies that the annealing process below 350 °C is sufficient to remove the sp² contamination. A small component appeared at 285.2 eV in the C1s spectra, which is identified as a hydrocarbon peak. The residual hydrogen in the vacuum chamber could be a product of the boron-nitride heater outgassing above 900 °C. This is further discussed with reference to UPS and LEED results.
<table>
<thead>
<tr>
<th>Core Level/Component</th>
<th>Position (eV)</th>
<th>FWHM (eV)</th>
<th>%</th>
<th>Lineshape</th>
</tr>
</thead>
<tbody>
<tr>
<td>C 1s</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C 1s</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sp&lt;sup&gt;3&lt;/sup&gt;</td>
<td>284.4</td>
<td>1.00</td>
<td>81.6</td>
<td>SGL(60)</td>
</tr>
<tr>
<td>sp&lt;sup&gt;2&lt;/sup&gt;</td>
<td>283.2</td>
<td>1.00</td>
<td>6.90</td>
<td>SGL(60)</td>
</tr>
<tr>
<td>C-O</td>
<td>285.3</td>
<td>1.00</td>
<td>6.96</td>
<td>SGL(60)</td>
</tr>
<tr>
<td>C=O</td>
<td>286.3</td>
<td>1.00</td>
<td>3.01</td>
<td>SGL(60)</td>
</tr>
<tr>
<td>COOH</td>
<td>287.3</td>
<td>1.00</td>
<td>1.53</td>
<td>SGL(60)</td>
</tr>
<tr>
<td>O 1s</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td>531.5</td>
<td>1.65</td>
<td>60.03</td>
<td>SGL(60)</td>
</tr>
<tr>
<td>C=O</td>
<td>530.6</td>
<td>1.65</td>
<td>24.90</td>
<td>SGL(60)</td>
</tr>
<tr>
<td>COOH</td>
<td>529.4</td>
<td>1.65</td>
<td>15.07</td>
<td>SGL(60)</td>
</tr>
<tr>
<td>350 °C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C 1s</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sp&lt;sup&gt;3&lt;/sup&gt;</td>
<td>284.4</td>
<td>0.97</td>
<td>85.98</td>
<td>SGL(60)</td>
</tr>
<tr>
<td>sp&lt;sup&gt;2&lt;/sup&gt;</td>
<td>283.3</td>
<td>0.97</td>
<td>3.70</td>
<td>SGL(60)</td>
</tr>
<tr>
<td>C-O</td>
<td>285.3</td>
<td>0.97</td>
<td>6.58</td>
<td>SGL(60)</td>
</tr>
<tr>
<td>C=O</td>
<td>286.3</td>
<td>0.97</td>
<td>2.97</td>
<td>SGL(60)</td>
</tr>
<tr>
<td>COOH</td>
<td>287.4</td>
<td>0.97</td>
<td>0.77</td>
<td>SGL(60)</td>
</tr>
<tr>
<td>O 1s</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td>531.6</td>
<td>1.75</td>
<td>62.25</td>
<td>SGL(60)</td>
</tr>
<tr>
<td>C=O</td>
<td>530.3</td>
<td>1.75</td>
<td>27.96</td>
<td>SGL(60)</td>
</tr>
<tr>
<td>COOH</td>
<td>529.3</td>
<td>1.75</td>
<td>9.79</td>
<td>SGL(60)</td>
</tr>
<tr>
<td>600 °C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C 1s</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sp&lt;sup&gt;3&lt;/sup&gt;</td>
<td>284.5</td>
<td>0.98</td>
<td>94.45</td>
<td>SGL(60)</td>
</tr>
<tr>
<td>sp&lt;sup&gt;2&lt;/sup&gt;</td>
<td>283.4</td>
<td>0.98</td>
<td>0.78</td>
<td>SGL(60)</td>
</tr>
<tr>
<td>C-O</td>
<td>285.4</td>
<td>0.98</td>
<td>3.75</td>
<td>SGL(60)</td>
</tr>
<tr>
<td>C=O</td>
<td>286.5</td>
<td>0.98</td>
<td>1.02</td>
<td>SGL(60)</td>
</tr>
<tr>
<td>O 1s</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td>531.8</td>
<td>1.78</td>
<td>68.71</td>
<td>SGL(55)</td>
</tr>
<tr>
<td>C=O</td>
<td>530.3</td>
<td>1.78</td>
<td>31.29</td>
<td>SGL(55)</td>
</tr>
<tr>
<td>1000 °C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C 1s</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sp&lt;sup&gt;3&lt;/sup&gt;</td>
<td>284.5</td>
<td>0.96</td>
<td>98.79</td>
<td>SGL(65)</td>
</tr>
<tr>
<td>C-H</td>
<td>285.2</td>
<td>0.96</td>
<td>1.21</td>
<td>SGL(65)</td>
</tr>
</tbody>
</table>

Table 4.4 Fitting parameters of the O1s and C1s core level spectra.
4.3.2 UPS characterization on the annealed surfaces

UPS and LEED were employed to determine the surface composition after annealing the diamond at 1000°C. Figure 4.11 shows the UPS spectra for on the oxygen-terminated surfaces. The acid oxygenated (100) surface was treated with annealing cycles up to 350 °C (blue), 600 °C (green) and 1000 °C (orange), and then measured with UPS at room temperature between each heating cycle using a Helium(I) source (photon energy $h\nu = 21.19\text{eV}$). The Fermi level was calibrated at 0 eV binding energy position with reference to a Ta faceplate on the sample stage. Figure 4.11b and Figure 4.11c shows the definition of the secondary electron peak cut-off and valence band maximum values.

The electron affinity for each surface was calculated using Eqn 4.1.2.

$$
\chi = (h\nu - E_{sec}) + E_{VBM} - E_{gap}
$$

(Eqn 4.3.1)
Figure 4.11 Valence band spectra for the oxygen-terminated diamond (100) surface: (a) wide-scan UPS spectra of oxygen-terminated (100) surfaces following annealing cycles at 350°C (blue), 600°C (green) and 1000°C (orange). The Fermi energy level (inset) was calibrated using the metal faceplate; (b) High-resolution spectra of the secondary electron cut-off of the three surfaces; (c) High-resolution spectra of the valence band maximum (VBM) for each of the three surfaces.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>$E_{VBM}$ (eV)</th>
<th>$E_{Sec}$ (eV)</th>
<th>$\phi$ (eV)</th>
<th>$\chi$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>350</td>
<td>1.25±0.02</td>
<td>15.77±0.02</td>
<td>6.67±0.02</td>
<td>1.17±0.02</td>
</tr>
<tr>
<td>600</td>
<td>1.00±0.02</td>
<td>15.84±0.02</td>
<td>6.35±0.02</td>
<td>0.85±0.02</td>
</tr>
<tr>
<td>1000</td>
<td>0.40±0.02</td>
<td>16.52±0.02</td>
<td>5.07±0.02</td>
<td>-0.43±0.02</td>
</tr>
</tbody>
</table>

Table 4.5 Work function $\phi$ and electron affinity $\chi$ of the surfaces, derived from the UPS data. The diamond band gap is taken as 5.5eV.
From the wide-scan spectra (Figure 4.11a), it can be seen that the secondary electron peak is shifted towards higher binding energy during annealing from 350°C to 1000°C, while the valance band maximum (VBM) is shifted 0.5-0.7eV towards the Fermi level. The increasing spectral width (\(E_{\text{sec}} - E_{\text{VBM}}\)) indicates that a reduction of the positive electron affinity \(\chi\) has occurred on the surface. The feature indicated at around 4.5-5.0 eV is associated with the O2p state [119]. This feature was attenuated and the carbon state feature at 8-9 eV became narrower after 1000°C. In Figure 4.11b-c, the cut-off of the low kinetic energy (\(E_{\text{SEC}}\)) and VBM (\(E_{\text{VBM}} - E_{\text{Fermi}}\)) has been determined. Some groups have reported that hydrogen adsorption on (100) facet diamond samples affects the Fermi level pinning position at the surface, with typical values between 0.3 and 1 eV [25, 108]. Figure 4.11c shows that the VBM has shifted from 1.28 to 0.40eV during the annealing process. The values of work function \(\phi\) and electron affinity \(\chi\) presented in Figure 4.12 suggests a final state of the surface with a negative electron affinity of -0.4eV. All of these features indicate that a partially hydrogen-terminated (100) surface was produced after heating to 1000°C.
Figure 4.12 Variation of the surface work function ($\phi$) and electron affinity ($\chi$) with temperature, evaluated from the UPS spectra.

As shown in Figure 4.13, the structure of the surfaces annealed at 350 °C (a) and at 1000 °C (b) was monitored with LEED. It shows that the 1000 °C vacuum annealing has converted the oxygen-terminated $1\times1$ geometry into a $2\times1$ geometry. It has been reported that the hydrogen free reconstructed $2\times1$ surface has a PEA and the C(100)-$(2\times1)$:H surface has a NEA by many experimental and theoretical results[25, 120]. Combined with UPS result in Figure 4.12, it confirms that the surface has converted into a C(100)-$(2\times1)$:H after annealing to 1000 °C.
Figure 4.13 LEED patterns for the oxygen-terminated surfaces: (a) annealed to 600°C; (b) annealed to 1000°C.

4.3.3 Real-time Monitoring on the O-terminated surface during High Temperature Annealing

Deriving the electron affinity \( \chi \) from the spectral width in UPS measurements has its limitation; for example the determination of the VBM with an accuracy better than 0.05 eV is challenging in UPS. Moreover, a reliable value for the vacuum level is difficult to determine from the low energy cutoff of the spectra since the spectral shape depends sensitively on the analyzer characteristic[108]. Thus, utilizing REES provides another way for revealing surface electronic structure regime as it can determine variation of surface composition during the whole heating process. REES therefore provides a useful and robust method for measuring the electronic properties of materials.

In this work, real-time measurements were performed on the acid-oxidized (100) diamond surface during annealing cycles at 310°C, 620°C and 900°C. Two-dimensional
images of real-time spectra for C1s core level and O1s core level are shown in Figure 4.14a and Figure 4.14b respectively. These images were collected during a heating cycle from room temperature to 900°C. Each row in the image is a snapshot spectrum of the core levels. The time difference between each spectrum is 20s.

Figure 4.14c shows the O1s core level intensity during the heating. The heating process is divided into four different stages according to the oxygen intensity, RT-360°C as stage 1, 360°C-610°C as stage 2, 610°C-700°C as stage 3, 700°C-900°C as stage 4. The intensity remained at the initial level during stage 1, implying that the oxygen was strongly bonded on the diamond surface below 360°C and therefore did not desorb. Stage 2 is associated with a large attenuation (more than 50%) of the O1s peak intensity as shown in Figure 4.14b and Figure 4.14c, which is consistent with the XPS results that show the oxygen coverage reduced from 0.96 ML to 0.42 ML after annealing to 600°C. An intensity plateau appeared during stage 3 in Figure 4.14c, indicating that the oxygen desorption stopped for some reason. After stage 3, the O1s peak resumed its attenuation until it was almost the same intensity as the spectral background at the end of stage 4. The real-time data of the O1s peak is in broad agreement with the conclusion of conventional XPS study. Moreover, it presents the oxygen desorption process more specifically and comprehensively during the overall annealing process.
Figure 4.14. Real-time 2D block images of the C1s core level snapshots (a) and O1s core level snapshots (b) during the heating process from room temperature to 850°C. The intensity of the spectra increases as the color ranges from blue to red. (c) The O1s peak intensity variation during the same heating process. The open squares represent the raw data of O1s intensity; the solid line indicates the overall trend of peak intensity.

In addition to the intensity analysis, the variation in peak position of C1s core level spectra in Figure 4.14a was also extracted from the fitting of each spectrum with a Voigt function, to provide the behavior of the electronic structure during the heating process. It indicates that the C1s peak position was shifted to a higher binding energy in stage 1 and then back towards lower binding energies above 350°C. To explain the shift of peak
position during the annealing process, REES was performed on the acid oxygen-terminated surface during annealing cycles at 320 °C and 620 °C, as shown in Figure 4.15a and Figure 4.15b respectively.

![Figure 4.15](image)

**Figure 4.15** (a) The C1s peak position curve during the annealing cycle with 300 °C. Stage 1 represents the heating process, while stage 2 shows the cooling process. (b) The C1s peak position curve during the annealing cycles with 600 °C. Stage 1-2 represent the heating process, while stage 3-4 show the cooling process.

The photovoltage effect was modelled by Hecht [121] and was successfully used to clarify contradictory results on semiconductor-metal barrier heights. For diamond it has been reported that a photo-induced voltage could persist for several hundred degrees above room temperature on the moderately hydrogenated BDD surface[122]. Since charge-pairs are created within the depletion region, the charge accumulation at the surface would generate a photovoltage that flattens the bands. Similarly, a surface photovoltage has been discovered on this oxygenated BDD surface, although the surface dipole created by oxygen adsorbates is opposite to that of the hydrogenated surface in
our previous work[122]. This effect is generally a low-temperature effect as the holes are unable to overcome the barrier at low temperature. However the Hecht model was unable to account for the surface photovoltage persisting above 300 K since the thermal energy should be enough to overcome the barrier. Figure 4.15a shows the reversible peak position of C1s was continuously shifted from 284.5 eV to 285.4 eV. However, in Figure 4.15b, the situation is more complex during higher temperature annealing to 600 °C. Although the temperature was still increasing steadily, the peak position began to reverse toward the lower binding energy at 400 °C . Referring with our temperature-dependent surface photovoltage model which has been presented previously[122], the surface photovoltage on this moderately doped diamond surface reduced and became negligible at around 380 °C. It shows a maximum peak shift at +1.0 eV indicating the true band bending position for this oxygenated semiconducting surface. During stage 2 in Figure 4.15b, the true band bending energy decreased due to oxygen desorption above 400 °C. During the cooling process, the true band bending was pinned at +0.7 eV until temperature dropped to around 300 °C, when the surface photovoltage reappeared.

The pause in oxygen desorption during stage 3 in figure 4.14c presents an interesting problem. Clearly, applying more thermal energy during this regime does not cause any more oxygen to desorb until the temperature of the sample exceeds 700°C. With no changes to the sample environment during this stage, the thermal energy provided to
the sample must be contributing to another separate process, thus inhibiting oxygen desorption momentarily. To investigate this regime further, the C1s and O1s peak positions and intensities during annealing from 440°C to 850°C were extracted from the data in figure 4.14, to provide information about the C1s core level during oxygen desorption (Figure 4.16a). A theoretical study has reported that the subsurface carbon layer may be displaced and sp³ carbon bonds could be broken at around 700°C, providing a nucleation point for the surface reconstruction or graphitization[123]. As shown in Figure 4.16b, the intensity of the C1s peak kept increasing while the oxygen desorption stopped between 610°C and 700°C. In addition, the peak shift rate of the C1s peak to lower binding energies increased in this stage before stopping and shifting back toward higher binding energies at 700°C, which indicates the variation of the band bending was different from below 600°C. This may relate to the subsurface carbon layer dislocating and reconstructing the bonding structure in the near-surface region between 610°C and 700°C. The subsurface layer adsorbs most of the thermal energy for breaking the C-C bond and thus inhibits oxygen desorption until enough power is applied to the surface. This interpretation appears to be consistent with the theoretical study by B. Segall et al[123]. Additionally, recent simulation work has shown that the electron spin coherence time of near-surface NV centers in diamond significantly increases following annealing at 650°C in vacuum for one hour. This also suggests that the thermal energy could be adsorbed by the subsurface carbon and has significant effect on the NV properties of diamonds in this temperature region. More importantly,
this is the first real-time data that reveals competing surface processes during high temperature annealing.

Figure 4.16. (a) Variation of the C1s peak position with temperature during heating from room temperature to 850 °C (b) The C1s core level (open circles) and O1s core level (open squares) intensity curve plotted again heating temperature. Solid lines indicate the trend of intensity variation.

Another set of experiments were designed to investigate the different desorption regions on the oxygen terminated surface. The sample was treated with the oxidizing
acid etch, then heated to specific temperatures where the REES of the O1s core level was measured (350°C for 1 hour, 520°C for 1 hour, 550°C for 1 hour, 650°C for 1 hour and 800°C for 30 minutes). The results are shown in Figure 4.17. A clear trend can be observed from both the REES 2D block and the plotting of O1s peak intensity in Figure 4.17 and this is in agreement with the results shown in Figure 4.14. The surface oxygen stops desorbing at 650°C, which corresponds to the region from 610°C to 700°C.
From these data, the activation energy of oxygen desorption can be estimated according to the Arrhenius relationship (Eqn 4.3.2)

\[ k = Ae^{-\frac{E_a}{k_BT}} \]

(Eqn 4.3.2)

where \( E_a \) is as the activation energy, \( k_B \) is as the Boltzmann constant, \( A \) is constant, \( T \) is the temperature (in Kelvin), \( k \) is the reaction rate which can be estimated from the core level intensity attenuation along with the heating time. To determine \( E_a \), Eqn 4.3.2 can be written as

\[ \ln k = -\frac{E_a}{k_B} \left( \frac{1}{T} \right) + \ln A \]

(Eqn 4.3.3)

Therefore the activation energy \( E_a \) can be determined from the gradient in Figure 4.18, which gives a activation energy \( E_a \) of oxygen desorption as 0.5±0.23 eV.
In this chapter, the surface chemical composition and electronic structure of the oxygen-terminated diamond (100) surface was investigated during a high temperature annealing process. The process of oxygen desorption was well illustrated with real-time photoelectron spectroscopy. It was shown that the oxygen adsorbates desorb significantly above 350°C. However, oxygen desorption was suspended between 610°C and 700°C. It is proposed that this is associated with subsurface structure variation that occurs at this stage in the near-surface region. Oxygen was totally removed from the surface at ~850°C. However, due to the existence of background hydrogen at high temperature in the vacuum chamber, the oxygen free surface was finally turned into a
hydrogenated (2×1) surface with a NEA, which was confirmed by UPS and LEED. Moreover, a surface photovoltage was found on the oxygenated semiconducting diamond (100) surface, which attenuated the band bending values by as much as 1.0 eV at room temperature. From measurements at fixed temperatures, the activation energy of desorbing oxygen from (100) diamond surface was estimated as 0.5 eV. This work reveals the mechanism of surface composition and electronic structure change of the (100) diamond surface during annealing process. In addition, recent studies have found that the subsurface effect could have a significant influence on the NV center, meaning this work has a relevance for the development of diamond-based spintronic and electric devices. However, more experimental and theoretical studies are still needed for a complete understanding of the subsurface chemical and physical changes during high temperature annealing.
CHAPTER 5 – 5FU ON DIAMOND SURFACES

5.1 Introduction

The chapter presents an investigation of using the diamond surface as the biochemical coating materials for drug transportation, especially for Fluorouracil (5-FU) which is a widely used drug in the treatment of conditions such as leukemia and bowel cancer[124, 125]. 5-FU (C₄H₃N₂OF₂) acts to inhibit thymidine, a nucleoside required for DNA replication and necessary for cancer cells to reproduce [126].

\[ \text{C}_4\text{H}_3\text{N}_2\text{OF}_2 \]

**Figure 5.1** Shows structure of the 5-FU molecule, which is composed of C, H, F, N and O in a ratio 4 : 3 : 1 : 2 : 2 (C₄H₃FN₂O₂).

During the cancer treatment process, it is usually delivered through catheters, which are made of polymeric materials such as polyurethane and silicone [127] and are prone to degradation when in contact with bodily fluids or aggressive drugs such as 5-FU [128]. Therefore the catheters are often coated with anti-bacterial protecting films to reduce the degradation of the polymers, for example noble metals (in particular silver and argentic alloys [129, 130]). However the interaction between the molecules and the
catheter surface is not normally considered, but it has recently been shown by x-ray photoelectron spectroscopy (XPS) that a silver surface can catalyse the dissociation of the 5-FU molecule to release HF, in a plausible reaction process: $5\text{-FU} \rightarrow \text{HF} + \text{C}_4\text{H}_2\text{N}_2\text{O}_2$. While the reaction is observed on the Ag surface it is not seen on a graphene substrate[131]. This may results as additional complications for patients and substantially-increased medical costs. Graphene and diamond-like carbon (DLC) coatings are studied and used in medical applications [131-133], because their resistantance to chemical corrosion and biologically compatible. The process is illustrated schematically in Figure 5.2a and the chemical interaction is inferred from the XPS core level data presented in Figures 5.2b and 5.2c by F. Mazzola el al[131]. The molecular films were deposited in vacuo on cooled substrates and the XPS spectra monitored during heating to 55°C. For the silver surface (Figure 5.2b), a low binding energy component in the N1s spectrum and a preferential loss of F during heating indicates the catalytic release of HF and the formation of a new N environment. On graphene (Figure 1c), the molecule remains intact and desorbs entirely at 55°C leaving a clean surface.

The properties of surface termination of the (100) facet diamond have been discussed in the last chapter. When the diamond surface is terminated by different elements, the surface geometry, electron affinity and surface dipole can be significantly different. In order to compare diamond as a coating material, the adsorption of 5-FU on the oxygen and hydrogen terminated diamond (100) surfaces has been studied in this investigation.
Figure 5.2 The interaction of 5-FU with graphene and silver: (a) Schematic representation of 5-FU in contact with Ag and graphene surfaces. (b) Temperature-dependent F1s and N1s XPS measurements of 5-FU on Ag. (c) Temperature-dependence for 5-FU on graphene. (Taken from reference [131])

5.2 Experimental

5.2.1 Surface Termination

The clean oxygen-terminated (100) surface was prepared with an oxidising acid etch
(same method as described in Chapter 4), followed by in vacuo annealing to 300°C to remove surface contamination. Figure 5.3a shows a wide XPS survey of the oxygen-terminated surface. The quantification of XPS wide can shows an oxygen concentration at 6.1% on this surface. According to Eqn 4.3.1, it indicates that a monolayer coverage of oxygen has been obtained on the surface.

The hydrogen-terminated (100) surface has been described in the last chapter and this surface was produced by annealing to 1000°C to remove oxygen, and then treated with an in situ exposure to a non-thermal H* plasma source (the details has been described in Chapter 3). Figure 5.3b shows a wide XPS survey of the hydrogen-terminated surface. With XPS measurement, it is impossible to detect the hydrogen in material due the single electron orbit in the hydrogen atom.
Figure 5.3 XPS wide survey on (a) the oxygen-terminated diamond (100) surface prepared by the acid etch method and annealed with 300 °C; (b) the hydrogen-terminated diamond (100) surface prepared by the in situ non-thermal H* plasma treatment.

For the hydrogen terminated surface, UPS data shown in Figure 5.4 shows a Negative Electron Affinity (NEA), of -0.58 eV (secondary electron cut-off at 16.97 eV, VBM at 0.70...
eV), presents on this surface.

Figure 5.4 Valence band survey on the hydrogen-terminated diamond (100) surface prepared by the in situ non-thermal H* plasma treatment: (a) wide-scan UPS spectra of the surface; (b) High-resolution spectra of secondary electron cut-off of the surface; (c) High-resolution spectra of valence band maximum (VBM) for the surface.

<table>
<thead>
<tr>
<th></th>
<th>$E_{\text{Sec}}$ (eV)</th>
<th>$E_{\text{VBM}}$ (eV)</th>
<th>$\phi$ (eV)</th>
<th>$\chi$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C:H</td>
<td>16.97±0.02</td>
<td>0.70±0.02</td>
<td>6.67±0.02</td>
<td>-0.58±0.02</td>
</tr>
</tbody>
</table>

Table 5.1 Calculated work function $\phi$ and electron affinity $\chi$ of the H-terminated diamond (100) surface.
5.3 Result and Discussion

5.3.1 Bulk 5-FU on Diamond Surface

Powder 5-FU was loaded in a home-made Knudsen-cell (K-cell) in an UHV system. A bulk layer of 5-FU was then deposited on the oxygen-terminated surface and hydrogen-terminated surface respectively at a very small evaporation temperature (due to the active chemical stability of 5-FU), followed by characterisation with x-ray photoelectron spectroscopy (XPS), near edge x-Ray absorption fine structure (NEXAFS).

![Schematic diagram of the XPS process](image)

**Figure 5.5** Schematic diagram of the XPS process, shown the depth sensitivity of the measurement.

The XPS wide survey of the bulk 5-FU layer deposited on the oxygen-terminated (100)
diamond surface is presented in Figure 5.6, which has a quantified concentration of C1s, F1s, N1s and O1s as 42.7%, 12.3%, 23.9% and 21.1%. This result is compatible with the 4:1:2:2 of C, F, N and O relative abundance in the molecule structure of 5-FU. The core level profiles of F1s and N1s have been measured for further analysis which will be discussed later (shown in Figure 5.10).

![XPS wide survey of the 5-FU bulk film shortly after deposition on an oxygen-terminated (100) diamond, quantification of each core levels has been noted.](image)

**Figure 5.6** XPS wide survey of the 5-FU bulk film shortly after deposition on an oxygen-terminated (100) diamond, quantification of each core levels has been noted.

### 5.3.2 5-FU on Oxygen Terminated Surface

The same XPS wide survey (Figure 5.7) was measured on the diamond (100) surface after 90 minutes of the deposition, which shows a 5-FU bulk films as in Figure 5.6. The quantification of the four core level has slightly changed but not obviously, which give a ratio of C1s: F1s: N1s: O1s as 45.4%: 11.7%: 21.6%: 21.3%. The concentrations of N1s and F1s have reduced in a small range indicating that more photoelectrons (C1s and O1s)
from the substrate (oxygen-terminated diamond) was detected and a small amount of
the 5-FU film has desorbed during this period. In addition, a set of core level
measurement was performed after the wide scan and the result will be discussed
[together with the bulk film data and hydrogen-terminated data later (shown in Figure
5.10).]

Figure 5.7 XPS wide survey of the 5-FU film measured at 90 minutes after deposited on
an oxygen-terminated (100) diamond, quantification of each core levels has been noted
respectively.

Meanwhile, the NEXAFS measurement of the nitrogen K-edge was performed with 5-FU
films on O-terminated diamond, shown in Figure 5.8. To understand the XAS data, the
dipole selection rules between an s electron in its initial state and a final state with
\( p \)-like character; the outgoing electron-wave propagates in the direction of the light's
polarization vector. In a molecular picture, if the polarization of the light is (close to) coplanar with the plane of \( \pi \)-orbital, photo excitation cannot occur. Similarly, if the light's polarization vector is perpendicular to the plane of the \( \pi \)-orbital, the photo excitation occurs with highest probability. Since the delocalised \( \pi \)-orbitals are coplanar with respect to the 5-FU molecule's aromatic ring, angle-dependent XAS can be used to understand the orientation of well-ordered organic molecules on surfaces. The result in Figure 5.8 supports the notion of a change in the molecular \( \pi \)-bonding configuration of the molecule. The \( \pi^* \) absorption features are reduced at normal incidence relative to the measurement at 45° incidence, indicating that the molecules have a preference to lie flat on the substrate[131].

![Figure 5.8](image)

**Figure 5.8** XAS measurement of Nitrogen K-edge at two different incidence angles for 5-FU films on oxygen-terminated (100) surface.
5.3.3 5-FU on Hydrogen Terminated Surface

A bulk film of 5-FU was deposited on the hydrogen-terminated diamond (100) surface. A XPS wide survey measured at 90 minutes after the deposition (shown in Figure 5.9) shows an extraordinary different result compared with the oxygen-terminated surface. The F1s peak has almost disappeared from the spectra and only left a small amount of O1s and N1s peaks as 3.2% and 2.2% respectively at 90 minutes after the deposition of 5-FU bulk film. Therefore it shows 5-FU films deposited at room temperature desorbed dramatically on H-terminated diamond (100) surface compared with the surface which is oxygen-terminated. The intensity reduction in the XPS wide scan is more pronounced on the H-terminated surface than the O-terminated surface, indicating a stronger adhesion of the film on the latter geometry of diamond surface.

![Figure 5.9 XPS wide survey of the 5-FU film measured at 90 minutes after deposited on an hydrogen-terminated (100) diamond, quantification of each core levels has been noted.](image-url)

Table 5.2 Concentration of F1s, O1s, N1s and C1s core levels of bulk 5-FU layer, 5-FU on O-terminated diamond (100) surface and 5-FU on H-terminated diamond (100) surface measured at 90mins after deposition.

<table>
<thead>
<tr>
<th></th>
<th>F1s (%)</th>
<th>O1s (%)</th>
<th>N1s (%)</th>
<th>C1s (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulk 5-FU</td>
<td>12.3</td>
<td>21.1</td>
<td>23.9</td>
<td>42.7</td>
</tr>
<tr>
<td>5-FU on O:C</td>
<td>11.7</td>
<td>21.3</td>
<td>21.6</td>
<td>45.6</td>
</tr>
<tr>
<td>5-FU on H:C</td>
<td>0.00</td>
<td>3.2</td>
<td>2.2</td>
<td>94.6</td>
</tr>
</tbody>
</table>

Moreover the core level profiles of F1s and N1s have been monitored after wide survey on the hydrogen-terminated surface. Figure 5.10 shows the XPS measurements of the N1s and F1s core levels components for bulk 5-FU (upper panel), 5-FU on oxygen-terminated surface (middle panel) and 5-FU on hydrogen-terminated surface (lower panel). The raw data have been normalised to the photon flux, analyser transmission function and photoionisation cross-section, thus the area of each component gives a quantitative estimate of the molecular stoichiometry (shown in Table 5.1). The bulk 5-FU has a single N1s component, while the thinner films have a second component for both terminated surfaces. The F1s/N1s ratio on the O-terminated surface is in agreement with the composition of the 5-FU molecule (around 1:2). While on the H-terminated surface, the F1s/N1s ratio may not be reliable since the drug molecules were mostly desorbed (Figure 5.9). The peak position shifts are due to the charging effect on the B-doped diamond surface. However the second component can be attributed to interfacial bonding between the N of the 5-FU molecule and the diamond surface.
Figure 5.10 XPS measurements (N1s and F1s core levels) components for bulk 5-FU (upper panel), 5-FU on oxygen-terminated surface measured at 90 mins after deposition (middle panel) and 5-FU on hydrogen-terminated surface measured at 90 mins after deposition (lower panel). The green component indicates unreacted 5-FU. Raw data (red dots) and fits (black lines) are shown.

<table>
<thead>
<tr>
<th></th>
<th>Bulk 5-FU</th>
<th>5-FU/O-terminated</th>
<th>5-FU/H-terminated</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1s/N1s %</td>
<td>44.6%</td>
<td>49.0%</td>
<td>15.1%</td>
</tr>
</tbody>
</table>

Table 5.3 Quantified F1s/N1s ratio calculated from the core level spectrum in Figure 5.10.
5.4 Chapter Conclusion

In this chapter 5-FU/diamond interfaces have been investigated by XPS and XAS. Diamond thin films have great potential as protective coating materials in biomedicine due to their biochemical inert property. A bulk film of 5-FU was deposited on oxygen-terminated (100) diamond surface and hydrogen-terminated surface respectively. XPS wide surveys and core level scans were performed on each surface at 90 minutes after the deposition in comparing with the bulk structure of 5-FU. The results shows that 5-FU attaches to the oxygen-terminated diamond (100) and silver surfaces but not to the hydrogen-terminated diamond (100) surface, which indicates there is a surface termination effect with diamond which could relate to the surface properties, such as chemical bond, electron affinity and dipole, of the diamond surfaces. Therefore the interaction between drug molecules and inorganic materials involved in their delivery can have a significant effect on the molecular structure. Besides DFT structural optimisation calculations have confirmed that 5-FU decomposition on Ag substrate is an energy output process, on a graphene surface decomposition is an energy input process in reference [131]. In this case, a similar calculation on the 5-FU/diamond interfaces will be helpful for studying the structure and chemical process of this work.
CHAPTER 6 – IRON THIN FILMS

6.1 Introduction

In this chapter, the effect of the pure strain on the electronic structure of Fe thin film has been investigated through PES, theoretical calculation and magnetic measurements. The electronic structure in a material can be controlled by the lattice strain on the material, which may have a significant effects on the material properties physically or chemically [134], for example, a lattice deformation of 1% can change a semiconductor’s band gap by up to 100 meV[135]. Therefore, in recent years, much research has been carried out on utilizing elastic strain to modulate the magnetic, electric, or transport properties of ferromagnetic materials [136-155]. Presently, the most effective strain engineering method to realize a continuous modulation is through electrically controlling ferroelectric/ferromagnetic heterostructures [136-141, 143-151]. The deformation in the ferroelectric substrate, which is induced by electric field mediated polarization, transfers to the lattice strain in the ferromagnetic layer. In such cases, the electronic structure and related properties of the ferromagnetic film are co-modulated by a strain-mediated magnetoelastic coupling effect (i.e. pure strain effect) and a charge-mediated magnetoelastic coupling effect (i.e. surface charge effect), as shown in Figure 6.1a. It is difficult to distinguish the strain effect and the surface charge effect since they are generated and exists simultaneously. However, it is possible to tune the relative magnitude of these two effects during the property modulation by adjusting the
ferromagnetic layer thickness [156] or by inserting a proper non-magnetic layer at the ferroelectric/ferromagnetic interface [140]. Shu et al. reported that the proportion of the surface charge effect to the strain effect in Ni/BiTiO$_3$ multiferroic heterostructure increased gradually as the Ni thickness was decreased [157]. Nan et al. found that the surface charge effect in the electrically controlled NiFe/ferroelectric composite could be reduced by inserting a 5nm Cu layer at the interfaces [140]. However, it is still impossible to entirely remove the surface charge effect from the modulation mechanism when using conventional electrically controlled strain manipulation methods. In this respect, it is difficult to study the modulation behaviors of electronic structure and related properties in pure strain treated ferromagnetic films which is significant for the developments of strain engineering in spintronic materials and strain-assisted spintronic devices.
Figure 6.1 The top two schematic diagrams present two kinds of strain modification methods: (a) Electrically controlled strain effect from a ferroelectric substrate, where both strain effect and the surface charge effect coexist; (b) Temperature controlled strain effect from a SMA substrate, where only the strain effect exists. (c) Thermal expansion curve of the pre-stretched SMA substrate to show the thermal history dependency of the substrate’s macro-strain; (d) Schematic diagram of the film deposition and the strain control process: an Fe film was deposited on the pre-stretched substrate at room temperature (state A). Then, the sample was heated up to 300°C to induce the shrinkage deformation in the substrate (A→B), leading to the construction nonvolatile lattice strain in the film at room temperature (stage C).

In this investigation, a non-electrically controlled method to introduce purely strain mediated modulation has been designed by using NiTi(Nb) shape memory alloy (SMA) as the substrate material of the thin films. As shown in Figures 6.1b-6.1d, the substrate deformation, which is realized through a temperature-controlled phase transition from a martensite to an austenite structure, can transfer to the lattice strain in the attached
film. Since the strain modulation in this system derives from the temperature-controlled shape memory effect instead of the electricity-controlled effect, the conventional surface charge effect can be avoided. Moreover, NiTi-based SMA possesses a remarkable strain output as large as 6-8% [158, 159], providing a better chance to study in-depth the pure strain effect on the tunability of electronic structure and related property of the thin film. It is well known that Fe based composite materials are the critical magnetic layers in many important spintronic devices [156, 160-163], thus, Fe thin film was chosen as a representative ferromagnetic material in this work. With the deposition of Fe films on the SMA substrates and the control of the shape memory effect by temperature, a pure strain can be applied to the Fe films. Based on the subtle structure, the pure strain effect on electronic structure modulation in the Fe films were studied with \textit{in situ} x-ray photoelectron spectroscopy (XPS) measurement and first-principle calculations. The results indicate that compressive strain strengthens the shielding effect from the overlaps of outer orbits, thus regulating the binding energy of the core electrons. Moreover, the lattice strain alters the electronic density of states (DOS) and spin distribution of the outer d orbitals, which results in the tunability of the bandwidth and spin-orbit coupling strength and consequent modulation of the magnetic anisotropy of the films.
6.2 Experimental

The film deposition and the strain control used in this work are shown in Figures 6.1c-6.1d. The NiTi(Nb) SMA substrate (composition Ni_{45}Ti_{45}Nb_{10}, thickness 0.5mm) was pre-stretched by heating with a 10% tensile deformation to induced reorientation of the martensite phase. The thermal expansion curve of the substrate, which presents the thermal history dependence of strain, is shown in the Figure 6.1c. After the pre-stretching process, the substrate was set as the initial state A in the Figure 6.1c. The substrate was polished by rough grinding and elaborate polishing processes, and then transferred into an ultra-high vacuum chamber for Fe film growth.

6.2.1 Fe Thin Film Growth

Layer by layer growth as observed in real-time photoemission studies can be seen as a linear attenuation of the intensity of substrate core levels when plotted on a semi-logarithmic plot of peak intensity against time, whereas as the persistence of the substrate core level during deposition indicates some form of clustering, as observed when monitoring C1s whilst depositing Al on diamond[14, 15]. The growth rate and the growth mode of Fe overlayers have been demonstrated with real-time x-ray photoelectron spectra of Ti 2p core level from the SMA substrate, as shown in Figure 6.2a. According to Eqn 2.3.11, the Fe thickness \( d \) was determined from the real-time spectral intensity \( I \) and the initial intensity \( I_0 \) of Ti 2p core level, and the electron
attenuation length of the photoelectron \( \lambda = 1.1 \text{ nm} \) [43], given as,

\[
d = -\lambda \ln \frac{I}{I_0}
\]

(Eqn 6.2.1)

Using Eqn 6.2.1 the growth rate was calculated to be approximately 0.0083 Å/s. The linear relationship in Fig. 6.2a indicates the Frank-van der Merwe growth mode, as shown in figure 6.2b. This also suggests the custom-made iron K-cell enables the growth of a strain-free and uniform Fe overlayer on the SMA substrate. A series of Fe films with thicknesses \( t \) of 1.5nm, 3.0nm, 5.2nm, 6.5nm, and 8.5nm were deposited on the substrate using the iron k-cell. The base pressure in UHV chamber was about 9.7×10^{-11} mbar.

![Figure 6.2](image)

Figure 6.2 (a) The experimental Fe intensity plotting during a 30 mins growth procedure. (b) The Frank-van der Merwe layer-by-layer growth mode. \( \Theta \) represents the layers of the Fe film growing on the SMA substrate.

6.2.2 Strain Induced Processing

The as-deposited films maintains a strain-free state because the substrate is still in state A,
shown in Figure 6.1. Then, the as-deposited samples went through thermal treatments in vacuo with a gradual increase of temperature up to 300°C, which induced the inverse martensitic phase transition and shrinkage deformation in the substrate (state A→state B). The heating rate was controlled to around 7-8 °C/min. The heating process also transfers a compressive strain to the attached Fe film, which can be preserved even when the sample was cooled down to room temperature (state C). The maximally recoverable macro-strain in the substrate ($\varepsilon_{\text{M}}$) is around -5%.

The strain-induced electronic structure variation of inner orbits in the Fe films was systematically studied by in situ XPS measurements. A Mg Kα source was used during the XPS measurement with a photon energy of 1253.6 eV. The energy analyzer was operated at constant pass energy of 20 eV. The detection precision of the binding energy is 0.03 eV, measured on a calibration target. Meanwhile, the snapshots of Fe2p core levels were collected with REES to monitor the electronic structure evolution with temperature, especially during the whole phase transition process of the substrate and the subsequent process of exerting continuous strain on the Fe film. In addition, angle-resolved XPS (ARXPS) analysis was also conducted to detect the binding energy of Fe2p electrons at different depths in the strain-treated Fe film. This helps when analyzing the strain distribution along the film thickness. The detectable depth of XPS ($d$) can be estimated by the formula $d=3\lambda\cdot\sin\alpha$ [164], where $\lambda$ and $\alpha$ are the electron attenuation length for photoelectrons and the take-off angle for photoelectrons with
respect to the sample surface plane, respectively. For Fe atoms, the maximal $d$ is 3.1 nm ($\lambda=1.03$ nm [164], $\alpha=90^\circ$). After the XPS measurements, a 5nm protecting Ta layer was deposited on the Fe/NiTi(Nb) samples for subsequent magnetic property measurements. The hysteresis loops were measured using a physical property measurement system (PPMS) with in-plane (along the strain) or out-of-plane fields up to 20 kOe. Meanwhile, first principle calculations using Density Functional Theory (DFT) were carried out to simulate the strain-induced tunability effects on the DOS and spin distribution of the outer d electrons. The calculation was based on the projected augmented-wave (PAW) from the Vienna ab initio simulation package (VASP) [165, 166] and the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functionals [167]. For simplicity, it includes 2 Fe atoms per unit cell. The lattice constants of the Fe cell are referenced from experimental data, $a=b=c=2.86$ Å, as shown in figure 6.7a. A fine K-mesh of $16 \times 16 \times 16$ and energy cutoff at 500 eV were used to ensure numerical accuracy.

6.3 Results and Discussion

6.3.1 The Electronic Structure of Inner Orbits in Fe Films

6.3.1.1 Standard XPS Measurement

The electronic configuration of Fe atoms arranges as $1s^2 2s^2 2p^6 3s^2 3p^6 4s^2 3d^6$. The strain effect on the electronic structure of inner orbit (Fe2p) is investigated through in situ XPS measurements on the strain-free and the strain-treated Fe films. Figure 6.3 shows the
high resolution XPS spectra of Fe2p electrons from as-deposited samples (strain-free state) and 350 °C thermally treated samples ( compressive strain state) for different Fe film thicknesses. The substrate finishes the phase transition and transfers the maximal strain to the film after heating to 300 °C thermal treatment. As shown in Figures 6.3a-6.3e, Fe atoms in both the strain-free and the strain-mediated samples show the elemental state, implying no obvious oxidation or alloying before or after the thermal treatment. However, the Fe 2p$_{3/2}$ peak shifts towards the lower binding energy direction after applying the strain on the films, indicating that the compressive strain affects the electronic structure of the inner orbits of the Fe film significantly. For a crystalline material, the outer orbital electrons usually have a shielding effect on inner orbital electrons, which reduces the effective nuclear charge. When the Fe lattice is compressed, the overlaps of the outer electron orbitals between two neighboring Fe atoms will be increased whilst decreasing the interatomic distance, leading to the enhanced shielding effect and the lower nuclear charge. This will reduce the binding energy of inner electrons, resulting in the XPS peak shift towards the lower binding energy direction.
Figure 6.3 High resolution XPS spectra of the characteristic Fe2p electrons in the NiTi(Nb)/Fe samples with different film thickness $t$, before annealing (strain-free state as red line) and after annealing at 350°C (strain-mediated state as blue line): (a) $t=1.5$ nm; (b) $t=3.0$ nm; (c) $t=5.2$ nm; (d) $t=6.5$ nm; (e) $t=8.5$ nm. All spectra were measured at normal emission angle ($\alpha=90^\circ$).

However, the binding energy variation of the Fe2p$_{3/2}$ electron between the as-deposited film and the annealed film ($\Delta BE=BE_{\text{As-deposited}}-BE_{\text{Annealed}}$) varies with the Fe thickness $t$, as shown in the figure 6.4. The thinner the film is, the larger the $\Delta BE$ is. $\Delta BE$ maintains a
large value (~ 0.16 eV) until t reaches 3.2 nm and then shows a sharp decrease for t greater than 3.2 nm. The peak shift almost disappears when t increases to 8.5 nm (Figure 6.3e). To explain the result, we assume the strain is non-uniform along the film thickness direction. The strain amount is a maximum at the NiTi(Nb)/Fe interface and attenuates towards the film surface, implying that the strain has an effective interaction depth in the Fe film. For the very thin films with thickness ranging between 1-3nm, the strain attenuation may be very small and negligible. Thus, the strain effect on electronic structure exists throughout the film thickness, leading to the apparent tunability effect on the binding energy of inner electrons and thereby a large ΔBE value. When the Fe film is thicker than 3nm, the strain effect starts to reduce exponentially with thickness, resulting in the rapid decrease of ΔBE. For the 8.5 nm film, the strain effect is almost undetectable within XPS detection depth due to serious decay of the strain magnitude. 

Since the XPS detection depth (d=3λ·sinα) is about 3.1 nm for normal emission (α=90º), XPS has an ability to collect information from film surface to 3.1 nm beneath the surface. In other words, the maximally detectable position is around 5.4nm above the NiTi(Nb)/Fe interfaces in the Fe film (8.5 nm). It is reasonable to infer from the results that the effective interaction depth of the strain effect is around 5-6 nm under a substrate deformation of 5%. 
Figure 6.4 The dependence of binding energy variations of Fe2p$_{3/2}$ electrons (ΔBE) on t.

6.3.1.2 Real-time XPS Measurement

In order to further study the strain effect, the temperature dependence of the electronic structure evolution in the SMA/Fe (1.5 nm) sample was monitored by using REES. The subsequent process of exerting continuous strain on the Fe film during the whole phase transition process of the substrate has been demonstrated. The variation of the binding energy of Fe2p$_{3/2}$ electrons with temperature is summarized in Figure 6.5. The binding energy values fluctuate around 706.7±0.1 eV before the onset of a phase transition in the substrate (the temperature lower than the 130 °C). When the temperature moves into the phase transition region (130-170 °C), the substrate starts to shrink gradually and thereby transfer the continuously mediated strain into the Fe film, leading to the aforementioned strain effect on the electronic structure. Therefore, the binding energy
decreases at a certain rate accordingly. However, as the phase transition completes as the temperature surpasses 170 °C, the transferred strain on the film reaches the maximum value, resulting in the lowest binding energy of Fe2p electrons. With further increase in temperature, the binding energy fluctuates around 706.5±0.1 eV.

Figure 6.5 Variation of the binding energy of Fe2p3/2 electrons with temperature, obtained from real-time XPS spectra of the NiTi(Nb)/Fe (1.5 nm) sample. The phase transition temperature region ranges between 130-170°C.

The depth-dependent strain effect on the electronic structure of the SMA/Fe (5.2nm) sample was also measured using ARXPS, as shown in Figure 6.6. The detection depth of XPS \(d=3\lambda\cdot\sin\alpha\) is controllable by adjusting the take-off angle for photoelectrons \(\alpha\), allowing us to obtain information from different film depths. The strain attenuates from the NiTi(Nb)/Fe interface to the film surface, which makes the strain effect decay towards the film surface accordingly. Thus, the depth-dependent electronic structure
tunability can be studied by varying $\alpha$. In Figure 6.6, when measured at $\alpha=90^\circ$, the binding energy of Fe2p$_{3/2}$ electrons drops by 0.16 eV from the as-deposited state to the annealed state. However, with decreasing $\alpha$ (i.e. detecting smaller strain region), the binding energy variation $\Delta BE$ reduces to 0.14 eV ($\alpha=60^\circ$) and 0.06 eV ($\alpha=30^\circ$), respectively. This confirms the strain effect on the electronic structure decays along the film thickness direction. All of the above XPS results convince that the strain induces a significant modulation effect on the electronic structure of inner orbits in the attached Fe films, leading to apparent decrease in the binding energy of Fe2p electrons. The effective interaction depth of strain effect is around 5-6 nm in the film.

![Figure 6.6 Angle-resolved XPS spectra of the NiTi(Nb)/Fe (5.2 nm) sample. Black data was measured before annealing with photoelectron take off angle $\alpha$ at 90°; the red, blue and green data were measured on the same sample after annealing with photoelectron take off angle $\alpha$ of 90°, 60° and 30°, respectively.](image)
6.3.2 The Electronic Structure of Outer Orbits in Fe Films

6.3.2.1 DFT Calculations

To reveal the strain effect on the electronic structure of the outer orbits of the Fe films, first-principle calculations were conducted to simulate the strain-induced evolution of the density of states (DOS) and the spin distribution. Figure 6.7a shows the strain-free bcc-Fe unit cell with lattice constants \(a=b=c=2.86\,\text{Å}\). In order to study the strain effect systematically, three lattice compression ratio \((\varepsilon_L)\), 0\%, -1\%, -3\%, along [010] or [100] direction were selected. The total DOS in the Fe lattice with \(\varepsilon_L\) is shown in Figure 6.7b. As the amount of strain increases, the spin distribution of spin-up electrons (\(\uparrow\)) moves toward the Fermi level, while the spin distribution of spin-down electrons (\(\downarrow\)) moves in the opposite direction. This indicates that the occupied states of spin-up electrons (spin-down electrons) will decrease (increase) when we increase the strain on the lattice.

As a consequence, the magnetic moment of Fe crystal decreases when we increase the strain on the lattice.

Meanwhile, the partial density of state (PDOS) on different orbits was also computed for \(\varepsilon_L = 0\%\) (Figure 6.7c) and \(\varepsilon_L = -3\%\) (Figure 6.7d). For simplicity, only the PDOS of \(d\) orbits are shown because they dominate the states near the Fermi level. For a strain-free bcc Fe crystal, the neighbour Fe atoms are along [111] direction as shown in Figure 6.7a, therefore \(d_{xz}\) or \(d_{yz}\) orbital will have the largest overlap, which leads to the maximum
states at Fermi level (indicated by the blue and red lines in the Figure 6.7c). However, when the Fe lattice is compressed along x axis or y axis, $d_{x^2-y^2}$ orbital will have the maximum overlap between neighboring Fe atoms. This leads to the largest bandwidth broadening and also the largest drop of in the PDOS intensity of the $d_{x^2-y^2}$ orbital (comparing Figure 6.7c with Figure 6.7d).

**Figure 6.7** Strain effects on DOS and spin distribution of the Fe films: (a) ideal strain-free Fe unit cell with $a=b=c=2.86\ \text{Å}$. (b) Total DOS evolution of spin-up (↑) and spin-down (↓) electrons when the unit cell is compressed by 0%, -1%, -3% along [010] or [100] direction. The dashed line represents the Fermi level. (c) (d) PDOS of different orbitals with lattice strain ($\varepsilon_L$) of 0% and -3%, respectively.

### 6.3.2.2 Magnetic Measurement

How does the bandwidth broadening affect the spin-orbit coupling (SOC) in the Fe
lattice? The Thomas Precession of SOC is expressed as [168],

\[ H_{SO} \equiv \frac{\mu_B}{\hbar m_e c^2} \int \frac{1}{r} \frac{dV(r)}{dr} \mathbf{L} \cdot \mathbf{S} \]

(Eqn 6.3.1)

where \( c \) is the speed of light, \( m_e \) is the mass of electron, \( e \) is the electron charge, \( V(r) \) is the electrostatic potential at a distance \( r \), \( \mathbf{L} \) and \( \mathbf{S} \) are the orbital angular momentum and the spin angular momentum respectively. As previously mentioned, without any strain, the nearest Fe atoms have the largest d orbital overlap along [111] direction, thus the d orbital has the lowest localization along [111] direction, which leads to the smallest orbital angular momentum and spin-orbital coupling strength according to Eqn 6.3.1. As a consequence, the strain-free Fe crystal will have the smallest SOC energy splitting and hardest magnetization axis in [111] direction, while the easy magnetization axis of a bcc Fe crystal is along [001] direction. However, applying a compressive strain on the x-y plane, the d orbital overlap increases. This reduces the localization and decreases the orbital angular momentum \( \mathbf{L} \) of d orbits, leading to the decrease of the SOC strength according to Eqn 6.3.1. Since the maximum overlap occurs on \( d_{x^2-y^2} \) orbits in the x-y plane, the orbital angular momentum for the \( d_{x^2-y^2} \) orbit, that is perpendicular to the x-y plane (i.e. along [001] direction), reduces the most. As a result, when the compressive strain is applied in the x-y plane, both the SOC strength and the energy level splitting in the [001] orientation have the largest decrease. Therefore, introduction of the compressive strain on the (001) plane will tilt the easy magnetization axis of the Fe film away from the [001] orientation, which results in a decrease of perpendicular magnetic
anisotropy of the films. This conclusion can be proved by our experimental results of the magnetic property measurement.

The hysteresis loops of the strain-free and strain-treated Fe films with different film thickness are plotted in Figure 6.8. The intersection of in-plane loop (blue curve) and out-of-plane loop (red curve), which is marked by an arrow, represents the anisotropy field \( (H_k) \) of the film. The effective magnetic anisotropy \( (K_{\text{eff}}) \) can be calculated by the formula \( K_{\text{eff}} = M_s \times H_k / 2 \), where \( M_s \) is the saturation magnetization of the film. Positive \( K_{\text{eff}} \) usually stands for the perpendicular magnetic anisotropy of the film. Figure 6.9 compares the \( K_{\text{eff}} \) values of the strain-free and strain-treated Fe films for different thicknesses. All samples possess negative \( K_{\text{eff}} \) values, implying an in-plane magnetic anisotropy of the films. The \( H_k \) values of most films in Figure 6.8 increase after applying the compressive strain, representing the strain-induced harder magnetization of the films along out-of-plane \([001]\) direction. Moreover, \( K_{\text{eff}} \) values of the strain-treated films are lower than those of the strain-free films with the same thickness, indicating that the compressive strain has the effect of tilting the easy magnetization axis of the film away from the \([001]\) orientation. The result is consistent with the theoretical result of the aforementioned first principle calculations. However, the strain-induced \( K_{\text{eff}} \) modulation effect is more apparent in the thinner films than in the thicker films, which proves the strain effect is an interfacial tunability behavior with an effective interaction depth of around 5-6 nm.
Figure 6.8 In-plane hysteresis loops (blue curves) and out-plane hysteresis loops (red curves) of the NiTi(Nb)/Fe (thickness $t$) samples before and after thermal treatments: (a),(b) $t=1.5$ nm; (c),(d) $t=3.0$ nm; (e),(f) $t=5.2$ nm; (g),(h) $t=8.5$ nm. (a), (c), (e), (g) are for the as-deposited films (strain-free state), and (b), (d), (f), (h) are for the annealed films (strain-treated state).
Figure 6.9 Variation of effective magnetic anisotropy ($K_{\text{eff}}$) of the strain-free and strain-treated Fe films with film thickness. Blue points and red points stand for the as-deposited samples and the annealed samples, respectively.

### 6.4 Chapter Conclusion

In this chapter, pure strain modulation effects on the electronic structure and magnetic anisotropy of ferromagnetic films were demonstrated by depositing Fe films on non-electrically controlled NiTi(Nb) SMA substrates. The compressive strain on the film modifies the electronic structure of the inner orbits significantly by enhancing the shielding effect from outer electrons, resulting in the decrease of binding energy of Fe2p core electrons. Meanwhile, based on first principle calculation, the compressive strain tunes the DOS and spin distribution of outer d orbits, leading to the evolution of
bandwidth, SOC strength, and related magnetic anisotropy. This work helps to reveal the mechanism of pure strain-induced electronic structure tunability, but also provides a strong basis for the development of strain-assisted spintronic devices.
CHAPTER 7 – THESIS SUMMARY

7.1 Thesis Summary

In this thesis, three different investigations have been performed with the Real-time Electron Spectroscopy (REES) system. As an extremely powerful technique, the REES system is capable of monitoring electronic structure and chemical composition of the surfaces during in situ processing such as annealing and thin film deposition. The boron-nitride heater allows annealing the sample from RT up to 1200 K; the homemade Knudsen cell (K-cell) enables the deposition of Fe thin film with very precise control of the thickness (on the nanometer scale). The position sensitive detector (PSD) placed at the exit slit of the hemispherical electron analyser (HSA) allows the measurement of real-time XPS. In this mode, snapshots of core level spectra can be recorded every few seconds, which provides information of sample surfaces during in situ processing. The ability to alternate between conventional XPS and real-time XPS without the need to move the sample, change the electron analyser settings or x-ray gun flux was found to be extremely important in terms of reliability and confidence in the data. The fitting routine used in CasaXPS, used to fit the hundreds of snapshots collected during an annealing cycle, was fast and easy to use. Collecting ancillary data during real-time monitoring (temperatures, pressure, heater voltage and current) was extremely useful in the data analysis.
For the oxygen terminated diamond (100) surface, the near-surface properties of diamond thin films have attracted much attention due to their interaction with the optical and spin properties of nitrogen vacancy (NV) centres vital for diamond-based spintronic and quantum devices [85, 86, 88-91]. The chemical composition and electronic structure of the oxygen-terminated diamond (100) surface was investigated during the high temperature annealing process from room temperature to 1000°C in ultra-high vacuum (UHV). The mechanism of oxygen desorption has been revealed; four different stages are observed according to the oxygen concentration on the diamond (100) surface during the heating process. Meanwhile, a specific region between 600°C and 700°C linked to a subsurface structure variation. Interestingly, this is the first real-time experimental result that shows the displacement of the subsurface carbon layer has a strong influence on the oxygen desorption and surface band bending during high-temperature annealing. Moreover, the activation energy for desorption of the oxygen layer on the (100) diamond surface has been estimated as ~0.5 eV. This illustrates that a surface photo-induced voltage exists on the oxygenated semiconducting surface. Meanwhile, using low-energy electron diffraction (LEED) and ultra-violet photoelectron spectroscopy (UPS), we demonstrate the surface structure was converted from the initial C(100)-(1x1):O surface to a C(100)-(2x1):H surface during the annealing process. We believe this work provides strong evidence for the oxygen desorption process from the (100) diamond surface which is pertinent for the development of spintronic and quantum engineering.
Fluorouracil (5-FU) has shown to attach to the diamond and silver surfaces but not to graphene[131]. Its interaction is strongest with silver and there is a surface termination effect with diamond. In this study, two types of termination have been used to produce the desired diamond surfaces. The oxygen-terminated (100) surface was producing by the acid etching method; the hydrogen-terminated (100) surface was prepared with an \textit{in situ} non-thermal microwave plasma. The two types of 5-FU/diamond interface show extremely different results after deposition as shown from the XPS data (including widescans and core level scans). The 5-FU overlayer sticks on the oxygen-terminated diamond (100) but not on the hydrogen-terminated surface, which indicates there is a surface termination effect with diamond which could relate to the surface properties, such as chemical bond, electron affinity and dipole of the diamond surface. Therefore, the interaction between drug molecules and inorganic materials involved in their delivery can have a significant effect on the molecular structure.

The last investigation in this thesis is about the pure-strain effect on the electronic structure of Fe thin film. The non-electronically controlled NiTi(Nb) shape memory alloy has been employed as substrate for the Fe thin film so that a pure-strain effect can be induced on the thin films. The continuously mediated strain was transferred from the substrate to the Fe films through a thermally controlled shape memory effect. Based on the structure, the pure strain modulated electronic structure in the Fe thin films was
studied by using *in situ* x-ray photoelectron spectroscopy and first-principle calculations. The results demonstrate that the compressive strain increases the overlap of outer orbits and enhances the shielding effect on the core electrons, resulting in significant tunability of the binding energy of core electrons. Meanwhile, the lattice strain modifies the density of state and spin distribution of outer d orbitals, leading to the evolution of bandwidth, spin-orbit coupling strength, and related magnetic anisotropy. This work provided an important basis for unveiling the modulation mechanism of pure strain and developing strain-assisted spintronic devices.

### 7.2 Further Work

The oxygen-terminated (100) diamond surface shows some interesting results at 650°C which could be relevant with the NV properties in near surface region of diamond. To further explain the data in this work, photoluminescence and NEXAFS measurements could be performed on this surface. Meanwhile, DFT calculation could be helpful to investigated the variation of chemical composition and spin coherence time during the annealing process.

Meanwhile, the oxygen-terminated diamond surfaces produced by different oxidising methods may vary concentration of the oxidised groups. For instance, dry oxygen etching method and non-thermal oxygen plasma could produce a surface with less step
edges on diamond[169], which may reduce the concentration of ketone groups.

DFT calculation could be performed of the diamond surfaces to study the electronic structure of the drug/diamond systems.
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