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Abstract

During the last several decades, many kinds of population based Evolutionary Algorithms have been developed and considerable work has been devoted to computational methods which are inspired by biological evolution and natural selection, such as Evolutionary Programming and Clonal Selection Algorithm.

The objective of these algorithms is not only to find suitable adjustments to the current population and hence the solution, but also to perform the process efficiently. However, a parameter setting that was optimal at the beginning of the algorithm may become unsuitable during the evolutionary process. Thus, it is preferable to automatically modify the control parameters during the runtime process. The approach required could have a bias on the distribution towards appropriate directions of the search space, thereby maintaining sufficient diversity among individuals in order to enable further ability of evolution.

This thesis has offered an initial approach to developing this idea. The work starts from a clear understanding of the literature that is of direct relevance to the aforementioned motivations. The development of this approach has been built upon the basis of the fundamental and generic concepts of evolutionary algorithms.

The work has exploited and benefited from a range of representative evolutionary computational mechanisms. In particular, essential issues in evolutionary algorithms such as parameter control, including the general aspects of parameter tuning and typical means for implementing parameter control have been investigated. Both the hyper-heuristic algorithm and the memetic algorithm have set up a comparative work for the present development. This work has developed several novel techniques that contribute towards the advancement of evolutionary computation and optimization.

One such novel approach is to construct a mixed strategy based on the concept of local fitness landscape. It exploits the concepts of fitness landscape and local fitness landscape. Both theoretical description and experimental investigation of this local fitness landscape based mixed strategy have been provided, and systematic comparisons with alternative approaches carried out. Another contribution of this thesis is the innovative application of mixed strategy. This is facilitated by encompassing two
mutation operators into the mixed strategy, which are borrowed from classical differential evolution techniques. Such an improved method has been shown to be simple and easy for implementation.

The work has been utilised to deal with the problem of protein folding in bioinformatics. It is demonstrated that the proposed algorithm possesses an appropriate balance between exploration and exploitation. The use of this improved algorithm is less likely to fall into local optimal, entailing a faster and better convergence in resolving challenging realistic application problems.
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Chapter 1

Introduction

There are a large number of problems existing in our real life that behave as obstacles, which people need to solve them to get to the next stage. People are always willing to solve them in the easiest way. However, in most of time, problems are quite different, and even the same problem may demand different solutions when we encounter it in variable situations. It may require a great deal of effort by only considering one approach or strategy, which might be most conventional one. In light of this, people try to consider the nature of the problem itself, carefully setting the target, the Objective, and looking for the most suitable way to tackle it.

With an investigation of the problem’s nature characteristic, people try to find the exact strategy which exactly fits to the problem. But this is only the most desired situation, which may require people devoting unexpected huge time when facing different problems. Therefore, it would be more efficient to categorise problems into a selection of different types, and design the most suitable strategy for certain category. By allocating different strategy to each categories, a reserved pool of strategies are created.

1.1 Evolutionary Algorithms

Evolutionary algorithms are a group of bio-inspired algorithms often employed as optimisation techniques that attempt to search for the best solution it could find, if not the optimal one, to a difficult problems which are conventionally time-consuming problems if using a greedy search. It is the process of repeatedly generating a population
of solutions to the target problems, of which unfavourable solutions with worse result or unstable performance are eliminated. By iterating the process including generation of potential solutions, such as mutation and crossover, selection of solutions by removing unhelpful ones, and adjustment to automatically adapt to the current situation, significant computing time can be saved and models can also be built to generate better solutions.

1.2 Mixed Strategy

The aim of this project is to develop a self-adaptive method that draws from game theory to make evolutionary algorithms get better performance to varied problems. There have been many approaches of adjusting evolutionary algorithms, but most of these have been focused on specific applications and thus tend to address one single pure task. It is interesting to explore a mixed strategy that can support not only continuous domain, primarily on numeric optimization, but also discrete problems, while these issues are usually conducted in rather different areas. It is important that this is to be examined logically to what extent the mixed strategy can adapt for the algorithms that could support learning.

This project is set to investigate and understand the main design issues that may be involved in integrating significant different algorithms, including different types of evolutionary algorithms. This will help make clear any underlying assumptions and exposing any essential conditions upon which to successfully develop a robust and efficient mechanism, the mixed strategy, whereby different problems could be solved follow this idea.

The performance of evolutionary algorithms is affected by many factors (e.g. mutation operators and selection strategies). Take Evolutionary Programming (EP) as an example, although the conventional approach with Gaussian mutation operator may be efficient, the initial scale of the whole population can be very large. This may lead to the conventional EP taking too long to reach convergence. To combat this problem, EP has been modified in various ways. In particular, modifications of the mutation operator may significantly improve the performance of EP.

Several mutation operators, Gaussian, Cauchy and Lévy mutations [1][2][3] have been developed in evolutionary programming (EP in short). However, according to the
no free lunch theorem [4], none of them is efficient in solving all optimization problems. In other words, each mutation is efficient only for some specific fitness landscapes. Experiments have also confirmed this point. For example, Gaussian mutation has a good performance for some uni-modal functions and multi-modal functions with only a few local optimal points; Cauchy mutation works well on multi-modal functions with many local optimal points [1].

An approach to improve conventional EP using single a mutation operator is to apply different mutation operators simultaneously and integrate their advantages together. Such a strategy can be called a mixed mutation strategy in terms of game theory. There are different ways to design a mixed strategy. For example, an early implementation is a linear combination of Gaussian and Cauchy distributions [5]. Improved fast EP (IFEP) [1, 3] takes on another technique: Each individual implements Cauchy and Gaussian mutations simultaneously and generates two individuals; the better one will be chosen in the next generation. The advantage of these two mixed mutation strategies is their simplicity in implementation. A mixed strategy is inspired from game theory [6],[7], which chooses a mutation operator according to a probability distribution. Reinforcement learning theory is also used to learn individual mutation operators [8].

In previous studies [7][9], the design of a mixed strategy mainly utilizes the reward of each operator (i.e. an operator which produces a higher fitness will receive a better reward), but little is relevant to the fitness landscape. However, the performance of each mutation operator is strongly linked to the fitness landscape, so it is important to deal with the local fitness landscape where a population is located.

In this project the mixed strategy is proposed to adapt to the local fitness landscape. Firstly a measure about the local fitness landscape on the multi-modality is introduced; and then the new mixed strategy is adjusted with respect to the above measure value.

1.3 Thesis Structure

This section outlines the structure of the remainder of the thesis.

Chapter 2: This chapter provides a background overview of the literature directly relevant to the work carried out in the subsequent chapters. First, it briefly introduces
1.3. Thesis Structure

the fundamental and generic concepts of evolutionary algorithms, including the basic representation of population and individuals and the commonly used key evolutionary computational operations such as mutation, crossover and selection. This is followed by a description of representative evolutionary computational mechanisms, including evolutionary programming, ant colony optimization, and clonal immune algorithm from artificial immune systems. The chapter then addresses the essential issue of parameter control in evolutionary algorithms, examining the general aspects of parameter tuning and typical means for implementing parameter control. It then moves on to the technical aspects of self-adaptive parameter control where the idea of combining different algorithms together is shown. This hybrid algorithm is conceived to be self-guided that is able to choose the right method in a given situation. Two established algorithms on this idea, hyper-heuristic algorithm and memetic algorithm are then introduced later in the chapter. Finally, the review focuses on the motivation and the use of mixed strategies in evolutionary algorithms, setting the foundation for the following developments.

Chapter 3: This chapter presents a novel approach to constructing a mixed strategy based on the concept of local fitness landscape. It first introduces the underlying concept of fitness landscape, and its local version. Then, the chapter develops a novel mixed strategy that strengthens conventional evolutionary programming with two important improvements: a) applying local fitness landscapes to aid in the determination of the behaviour of mutations in evolutionary programming; and b) proposing a training procedure that makes use of typical learning functions to determine the preferable probability distribution of mixed mutation operators, in response to various types of local fitness landscape. Both theoretical description and experimental investigation of these are given. Systematic comparisons with alternative approaches are carried out, supported with an analysis of the experimental results. The results demonstrate that the proposed approach successfully addresses and therefore, avoids a number of major drawbacks of using conventional evolutionary programming methods that employ a single mutation operator.

Chapter 4: This chapter presents a different approach to the development of a mixed strategy, by exploiting game theory with the use of incomplete information. The work results in a modified mixed strategy which combines different mutation operators. This new approach is compared to the strategy shown in the preceding
1.3. Thesis Structure

Chapter through systematic experimental evaluation, using the same test functions previously adopted. The results once again demonstrate that this newly introduced algorithm can successfully combat the shortcomings of conventional evolutionary programming methods that employ a single mutation operator. The new approach has proven to perform at least as well as the best of different conventional strategies with single mutations. Furthermore, the test results also illustrate that the approach enables a more stable performance while in use.

Chapter 5: This chapter presents an innovative application of mixed strategy by extending the domain of usage of mixed strategy to discrete problems. Given similar features to those associated with numerical function optimisation that is based on the different types of local fitness landscape, this work applies the mixed strategy to immune algorithms, by encompassing two mutation operators borrowed from classical differential evolution techniques. This leads to a potentially powerful optimisation algorithm with simple and easy implementation. The work is applied to addressing the problem of protein folding in bioinformatics. Experimental results demonstrate that the proposed algorithm possesses an appropriate balance between exploration and exploitation, such that it is less likely to fall into local optimal and has a faster and better convergence, in resolving challenging realistic application problems.

Chapter 6: This chapter summarises the achievements of the work carried out in the preceding chapters and points out lessons learned so far in developing evolutionary algorithms with mixed strategy and their application. It also discusses possible improvements over the present research, including ideas for both long-term and short-term developments.
Chapter 2

Background and Literature Review

Since the advent of the exploitation of bio-inspired computation and implications, it is seen an significantly increasing interest in research on the utilization of those novel bio-inspired technologies in the context of designing effective optimisation procedures for the important components of those more complex recognition problems. A particularly successful domain in recently rising research interests, as previously stated within the categorizing framework of meta-heuristic algorithms, is the application of evolutionary computation in optimisation, both in continuous problems and discrete ones. Evolutionary algorithms are usually reported to deliver good results, but exceptions have been reported where simpler (and faster) algorithms result in higher accuracy on particular data sets.

In particular, the exploitation of bio-inspired computation has given rise to the probability of advancing optimisation techniques. It is owing to this observation: evolutionary algorithm methods are considered herein to serve the foundation upon which to develop hybrid algorithms for optimisation domain. A brief overview of the basic evolutionary computation mechanisms is provided below.

2.1 Evolutionary Algorithms

Upon the their first introduction, evolutionary algorithm techniques have increasingly grown as a problem solving mechanism based on the principle of evolution. Systems
2.1. Evolutionary Algorithms

Built using such techniques typically maintain a population of potential solutions. They all employ a certain selection process based on the fitness of the individual solutions, and certain "genetic" operators [10]. There are several different types of such systems. The three most popular are genetic algorithms (GAs) [11], evolutionary programming (EP) [12] and evolution strategies (ESs) [13] [14]. Genetic algorithms are usually reported to deliver good results, but exceptions have been reported where simpler (and faster) algorithms result in higher accuracy on particular data sets. Evolutionary computation differs from traditional optimization techniques in that it involves a parallel search through the population of solutions.

2.1.1 Mechanism of Evolutionary Algorithms

An evolutionary algorithm is a stochastic procedure which maintains a population of individuals for a potential iteration \( t \), \( P(t) = \{x_1^t, \ldots, x_n^t\} \). Each individual \( x_i^t (i = 1, 2, \ldots, n) \) represents a potential solution to the given problem, and, the individual is implemented using a certain data structure \( S \) which could possibly be rather complex. Each solution \( x_i^t \) is evaluated to measure its quality, namely the "fitness". Then, the system generates the population (iteration \( t + 1 \)) anew with the aid of selecting the more fit individuals subject to an evaluation function (select step).

Some randomly chosen members of the new population undergo transformations (alter step) by means of genetic operators to form new solutions, the offspring. In implementing the alter step, there are unitary transformations \( m_i \) (mutation type), which create new individuals by a small change, a flip between number 1 and 0 in conventional evolutionary, in a single individual, \( (m_i : S \rightarrow S) \) and higher order transformations \( c_j \) (crossover type), which create new individuals by combining parts from several (two or more) individuals \( (c_j : S \times \ldots \times S \rightarrow S) \). After a certain number of generations, the program would come to a convergence. The best individual then is supposed to represent an acceptable near-optimum solution.

2.1.2 Representation of individuals

Genetic algorithms started and still mainly operate with binary strings for representing individuals, that is, their genotype. If the evaluation function is not pseudo-Boolean,
each string has to be decoded into a set of appropriate decision variables, namely the phenotype, before the fitness of the individuals can be evaluated.

Evolution strategies started with integer variables as an experimental optimum-seeking method, but turned to real variables when used in practical problem-solving systems. The individuals are not only represented by the set of decision or object variables, but also by a set of strategic parameters controlling the variation process, i.e. variances and covariances. This latter parameter set is learned on-line during the search for optima.

EP in its current form relies upon real variables, both for the object variables and the strategy parameters, which are adapted according to exogenous rules.

### 2.1.3 Genetic Operators

Following the construction of the problem domain into a string of variables, the initialisation step then generates a group of these strings (individuals), typically containing several hundreds or thousands of them. They collectively form the entire population of potential solutions. Then the generation of the next generation population of solutions is carried out on the next step, through a combination of genetic operators, most importantly, including mutation and crossover.

**Mutation**

In the bit-string world of genetic algorithms, mutations are purely random bit inversions, occurring with low frequencies generally. Evolution strategies and evolutionary programming both use Gaussian noise with zero mean to perturb all object variables. Evolution strategies additionally assumes logarithmic normal distribution for the standard deviations of the mutation step sizes and normal distributions for changing the covariances which may lead to correlated mutations.

**Crossover**

It is very interesting to observe that genetic algorithms emphasize the role of recombination, e.g. in the form of two-point or multi-point crossover, whereas EP rejects this form of variation as useless or sometimes even harmful. An explanation can be found if probability distributions are examined for changes of the object variables at the level
of phenotypes, i.e., after decoding the bit strings. Indeed, crossover in GAs may lead to recombinant which lie outside of the hypercube spanned by their parental positions.

Evolution strategies rely on both mutation and recombination. In particular, discrete recombination is similar to uniform crossover if the crossover points lie on the boundaries of the partial bit strings, which encode the different phenotype object variables. Intermediate recombination, recommended for strategy parameters, helps to avoid over-adaptation, but may lead to a loss of diversity of internal models of the individuals and must be counterbalanced by mutation.

2.1.4 Selection

The most striking differences exist between genetic algorithms and evolutionary programming on the one hand and evolution strategies on the other hand with respect to the selection procedures. However, it is not merely the scheme of assessing the individuals for their fitness that plays a role here. Two other processes are intermingled the generation transition and the mating behaviour.

If elitist variants are excluded, namely good parental positions cannot get lost, which is good for proving global convergence, all three classes of canonical evolutionary computation methods give their individuals a life span of one generation. In general, Genetic algorithms and evolutionary programming produce just one descendant on average per generation. This is true for genetic algorithms with crossover as well, since only one of the two recombinant is used later on, generally at random, i.e. without comparing fitness. Only evolution strategies operate with a surplus of descendants, with the \((\mu; \lambda)\) version where \(\mu (> \lambda)\) children are reproduced from \(\lambda\) parents. This helps in handling inequality constraints, the violation of which leads to infeasible descendants.

With proportional selection as well as most other forms like (linear) ranking, all individuals produced during generation \(t\) within genetic algorithms and evolutionary programming have a chance to have offspring themselves in the next generation \(t + 1\). Evolution strategies, however, discard the \(\lambda - \mu\) worst descendants. The remaining \(\mu\) individuals become parents of the next generation and possess equal chances to mate and have children. Genetic algorithms and evolutionary programming allocate mating as well as reproduction probabilities to their individuals according to the relative fitness values or the relative position in the ranking process.
2.2 Examples of Evolutionary Algorithms

2.2.1 Evolutionary Programming

Evolutionary programming (EP) is a branch, alongside other notable research areas such as genetic algorithms and evolution strategy, of evolutionary computation that stems from natural biological evolution [12]. Evolutionary programming operates on the basis of populations. The objective is not only to find suitable adjustments to the current population and hence the solution, but also to perform the process efficiently.

![Figure 2.1: General procedure of evolutionary programming](image)

**Basic Operations of Evolutionary Programming**
Evolutionary programming is a powerful algorithm for numerical optimization [1], where it is used to find a minimum $\mathbf{x}_{\text{min}}$ of a continuous function $f(\mathbf{x})$, that is,

$$f(\mathbf{x}_{\text{min}}) \leq f(\mathbf{x}), \quad \mathbf{x} \in D,$$

where $D$ is a hypercube in $\mathbb{R}^n$, $n$ is the dimension.

The general procedure of conventional evolutionary programming uses a single mutation operator is shown on Fig. 2.1, which can be described as follows [1]:

1. **Initialization:** Generate an initial population consisting of $\mu$ individuals at random. Each individual is represented by a set of real vectors $(\mathbf{x}_i, \mathbf{\sigma}_i)$, for, $i = 1, \cdots, \mu$

$$\mathbf{x}_i = (x_i(1), x_i(2), \cdots, x_i(n)),$$

$$\mathbf{\sigma}_i = (\sigma_i(1), \sigma_i(2), \cdots, \sigma_i(n)).$$

2. **Mutation:** For each parent $(\mathbf{x}_i^{(t)}, \mathbf{\sigma}_i^{(t)})$ (where $t$ represents generation), create an offspring $(\mathbf{x}_i', \mathbf{\sigma}_i')$ as follows: for $j = 1, \cdots, n$,

$$\sigma_i'(j) = \sigma_i^{(t)}(j) \exp\{\tau N(0, 1) + \tau' N_j(0, 1)\},$$

$$x_i'(j) = x_i^{(t)}(j) + \sigma_i^{(t+1)}(j) X_j,$$

where $N(0, 1)$ stands for a Gaussian random variable generated for a given $i$, $N_j(0, 1)$ is a Gaussian random variable generated for each $j$, and $X_j$ is a random variable generated for each $j$. The parameter $\tau'$ controls the global search step size, whereas $\tau$ is the factor for individual search step size. They are chosen as the same as in [1]:

$$\tau = (\sqrt{2} \sqrt{n})^{-1},$$

$$\tau' = (\sqrt{2} \sqrt{n})^{-1}.$$

3. **Fitness Evaluation:** For $\mu$ parents and their $\mu$ offspring, calculate their fitness values $f_1, f_2, \cdots, f_{2\mu}$. 
4. **Selection:** Define and initialize a winning function for every individual in parent and offspring population as \( w_i = 0, \ i = 1, 2, \ldots, 2\mu \). For each individual \( i \), select one fitness function, say \( f_j \) and compare the two fitness functions. If \( f_i \) is less than \( f_j \), then let \( w_i = w_i + 1 \). Perform this procedure \( q \) times for each individual. Select \( \mu \) individuals that have the largest winning values to be the parents of the next generation.

5. Repeat steps 2-4, until the stopping criteria are satisfied. The stopping criteria defines the termination condition of the running of the process. It is set to a fixed number of generations reached in this algorithm. The number should be large enough such that the process is usually not able to produce significantly better results.

Thus, the general process of Evolutionary Programming includes four major steps: Initialization, Mutation, Fitness Evaluation and Selection, as shown in Fig. 2.1.

In addition, to avoid the step size \( \sigma \) falling too low, a lower bound \( \sigma_{\min} \) should be put on \( \sigma \) [15]. So a revised scheme of updating \( \sigma \) is given by:

\[
\sigma_i'(j) = (\sigma_{\min} + \sigma_i^{(t)}(j)) \exp\{\tau N(0, 1) + \tau' X_j\}. 
\]

where \( \sigma_{\min} > 0 \) is the minimum value of step size \( \sigma \).

### 2.2.2 Ant Colony Optimization

Ant Colony Optimization (ACO) was initially introduced in the early 1990’s as a novel nature-inspired metaheuristic for the solution of hard combinatorial optimization (CO) problems [16, 17]. This algorithm is based on the behaviour of real ant colonies in which ants are capable of finding the shortest route between a food source and that, more significantly, adapting to changes in the environment.

Informally, the ACO algorithm can be summarized as follows: A group of ants randomly search the space surrounding their nest in order to explore a location rich in foods. The origin of the ability of ants to find out the shortest routes to any foods source lies in the deposits of the chemical pheromone. As soon as an ant finds a food source, it
evaluates the quantity and the quality of the food and carries some of it back to the nest. During the return trip, the ant deposits a chemical pheromone trail on the ground. The quantity of pheromone deposited (and also evaporated) over time, which may depend on the quantity and quality of the food as well as the number of ants, will guide other ants to the food source.

Computationally, an ant is a simple computational agent, which iteratively constructs a solution to the given problem. Partial problem solutions are seen as states. At the core of an ACO algorithm lies a loop, where at each iteration, each ant moves from a state \( \iota \) to another \( \Psi \), corresponding to a more complete partial solution. That is, at each step \( \sigma \), each ant \( k \) computes a set \( A_k^\sigma(\iota) \) of feasible expansions to its current state, and moves to one of these in probability. The probability distribution is specified as follows. For ant \( k \), the probability \( p_{k_{\iota\Psi}}^\sigma \) of moving from state \( \iota \) to state \( \Psi \) depends on the combination of two values [18]:

- The attractiveness \( \eta \) of the move, as computed by some heuristic indicating the desirability of that move apriori; and
- The trail \( \tau \) of the move, indicating how proficient it has been in the past to make that particular move: it is therefore indicative of the desirability of that move a posteriori.

Trails are updated usually when all ants have completed their solution, increasing or decreasing the level of trails corresponding to moves that are part of "good" or "bad" solutions, respectively.

### 2.2.3 Immune Algorithms

Artificial immune system (AIS) has emerged as a biologically-inspired approach that imitated the human immune systems for solving various types of computational problems such as optimization, classification and a large variety of real-world applications [19, 20]. Over the last decade of the development, the research of AIS has been divided into three types of models: clonal selection, negative selection theories, and immune networks [21, 22].
2.2.3.1 The Biological Immune System

The immune system protects an animal from being attacked by foreign micro-organisms. When an antigen (virus, bacteria etc.) first exposed to the system, it can extract information from the antigen and use that information in future cases of re-infection by the same or similar antigens. From a computational point of view, this ability makes the immune system useful [19].

The immune system can be divided into two tiers of defence: the innate immune system and the adaptive immune system. In the innate immune system, granulocytes and macrophages play a mediate role. With these two cells the system can immediately fight antigens without requiring any previous exposure to them. Some cells in the innate immune system ingest and digest micro-organisms and antigenic particles and some mediate interactions between the antigen and other immune cells [19].

In the adaptive immune system, the mediate cells called lymphocytes. B cells and T cells are the two types of it. There is a principle called clonal selection principle or clonal expansion principle, which describes the response of the adaptive immune system to antigens. The theory of it is that only cells that can recognise the antigen are selected and clone. Both B-cells and T-cells undergo clonal expansion, but only B cells experience somatic mutation. It is because B cells is mutation of the gene region responsible for recognising antigens [19].

When a mammal is exposed to an antigen, the B cells produce antibodies. The B cell is stimulated by the antigen binding with its receptors and by signals from other immune cells. With this stimulation, the B cells proliferate (clone) and most of the new cells mature into non-dividing plasma cells. Some mature cells became B-memory cells that circulate through the blood and tissues. When it is exposed to the antigen again, plasma cells proliferate with high antigen affinity [19].

2.2.3.2 Clonal Selection Algorithm

A large proportion of studies in AIS have been focused on clonal selection algorithm which could be utilized as efficient algorithm for optimization problems [23]. Although initially thought by someone as genetic algorithm (GA) without crossover [24], clonal selection algorithm, with the features of affinity proportional reproduction and hyper-mutation, has been seen as a robust algorithm in the research field of Evolutionary
Algorithm (EA) alongside other approaches, such as genetic algorithm and swarm intelligence algorithm [25, 26].

The clonal selection theory [27] in an immune system describes the phenomenon that the immune system performs a natural response when binding an antigenic stimulus, where the B cells are able to recognize the antigens, and start to proliferate to provide solution to the antigens. Several types of algorithms such as CLONal selection ALGorithm (CLONALG) [26] and optimization Immune Algorithm (opt-IA) [28], have been proposed to tackle the optimization problems using the basic processes involved in clonal selection.

**Basic Operations of Clonal Selection Algorithm**

The basic idea of Clonal Selection Algorithm (CSA) involves two populations: a population of antigens, and a population of antibodies, where the antigens represent the problems to be solved, and the antibodies are the current candidate solutions.

1. **Initialization**: A basic process of CSA starts with a randomly initialization of the population of individuals ($M$). The affinity (fitness function value) of all antibodies (individuals) in population $M$ are determined with respect to the antigens (the given objective function).

2. **Cloning**: The cloning operator will then select $n$ best individuals with highest affinity from population $M$ and generate $n$ copies of these individuals proportionally to their affinity with the antigen, forming the clone population $P^{clo}$. The higher the affinity, the higher the number of $P^{clo}$, and vice-versa.

3. **Mutation**: Then the hypermutation operator performs mutation to all these $n$ individual in $P^{clo}$ with a rate inversely proportional to their fitness values, generating the $P^{hyp}$. After computing the affinity of the antigen, CLONALG randomly creates new antibodies that replace the antibodies with lowest fitness in the current population.

4. Afterwards, the algorithm repeat these process until the stopping criteria terminates the iteration, which is typically a predefined number of generations is reached.
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In applying any heuristic search algorithm like evolutionary algorithm, there are basically two major steps under consideration, one being the choice of representation and the other being the fitness function. Based on the specification of representation and fitness function, one can go on to determine which component should be technically required or better fitted in for the chosen representation and fitness function. As for evolutionary algorithm, one would typically consider components such as mutation/recombination operators for its representation, selection strategy for selecting parents, survivors as well as initial population. Each component may have parameters involved, which would greatly influence the performance as to whether a more optimal solution will be achieved or a solution will be find within efficient time. However, finding such parameters have long been challenging yet promising task among evolutionary algorithms researchers and practitioners.

![Figure 2.2: Taxonomy of different parameter setting methods](image)

In [29], Eiben et al. successfully introduced a taxonomy for classification of different parameter setting methods, which we will adopt in this thesis as shown in figure 2.2. On the topmost level they firstly separate all kinds of parameter strategies into 2 branches, namely parameter tuning and parameter control, which is based on an early taxonomy of Angeline [30].
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2.3.1 Parameter Tuning

By parameter tuning we mean that parameters involved in a particular evolutionary algorithm problem are pre-fixed and remain static without change during optimisation processes. For example, population sizes can be initially fixed to be a value. Over the past decade considerable effort have been made to discover a general set of parameter values. Here "general" means the targeted set of parameter values can be applied to a wide range of applications across different tasks.

2.3.1.1 Tune by Hand

In earliest work evolutionary algorithm parameters are manually tuned, which to some extent is still true for many cases in contemporary applications. Historically mutation operators are mostly discussed in parameter tuning. Some famous work in this area was done by De Jong, in his doctoral thesis [31], he recommended the probability of mutation \( p_m = 0.01 \) and the probability of crossover \( p_c = 0.6 \). In other literature, Schaffer and other researchers [32] recommended \( 0.005 \leq p_m \leq 0.01 \), and Grefenstette [33] recommended \( p_m = 0/01 \), While in [34] \( p_m = 1/l \) was suggested where \( l \) denotes the the representation’s length. Each set of values proposed in different papers has its own arguments which seems to help achieve optimal results in their targeted problems, where different representation and fitness function are being used.

2.3.1.2 Design of Experiments

In modern days, systematic design of experiments has been conducted in order to find optimal sets of parameters in evolutionary algorithm tasks. A comprehensive introduction to the experimental design of evolutionary computation was given in [35]. Such experiments follow the pattern of statistical experiments in terms of the inspection of parameters.

An example of this can be illustrated that, if a evolutionary algorithm is applied in a problem, then parameters involved in this program such as mutation rate are defined as factors, results or of the program such as fitness values at a prefixed generation or performance indicators such as convergence speed are defined as response, which act as a indicator as to whether the given parameters (factors) will result in better performance
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in this problem. Typically in one set of experiments, all but one parameters would be kept fixed, so the resultant response is a direct reflection of this specific choice of factor. A well developed parameter tuning method called Sequential Parameter Optimization (SPO) was described in [36, 37] and has successfully been applied in many applications. Preuss and his colleagues [38] further extended SPO to be used for self-adaptation for binary representation evolutionary algorithm.

2.3.1.3 Meta-evolution

Another category of algorithms under the parameter tuning branch in our taxonomy is the meta-evolutionary algorithms, also know as nested evolutionary algorithms. In essence, meta-evolutionary algorithms include 2 levels of parameter optimisation [39], where the outer algorithm tunes the parameters of an embedded/nested inner algorithm, and the inner algorithm is responsible the optimisation of the objective function of the whole problem. Such algorithms are capable of tuning the parameters of evolutionary algorithms but can be efficient, since the outer algorithm have to be tuned first then the inner algorithms follows. An isolation time is defined to represent how much time the inner algorithms is allowed to optimise the objective function.

Meta-evolutionary algorithms was early investigated in [33], where the parameters of a classical genetic algorithm as the outer algorithm which was hence used for other problems. Coello [40] uses meta-evolutionary algorithm for determining the parameters of penalty function in a constrained optimisation problem. Later a method called relevance estimation and value calibration (REVAC) was proposed in [41, 42, 43] for estimation of the outcome obtained by selecting different parameters. They start with a uniform joint probability density distribution over possible parameter vectors and examine the expected performance of the evolutionary algorithm when applying new parameter vectors chosen from the distribution. And the distribution is iteratively updated according to the performance so vectors which results in better performance are more likely to be chosen over new iterations.

2.3.2 Parameter Control

In contrast with static parameters, changing parameters while evolutionary algorithms are running is more flexible and reasonable, especially if the fitness landscape changes during the optimisation process. This is called parameter control.
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2.3.2.1 Deterministic Parameter Control

Earliest parameter control is deterministic, which means that the parameters are changing according to the number of generations $t$ while an evolutionary algorithm is running and searching its solutions. Under this consideration it may be a good practice to change the mutation rate during the search. Since desirably over the course of the search the algorithm will gradually concentrate its searching region more around the optimal solution, so it would be reasonable to constrain the mutation rate. [44] proposed that the mutation rate:

$$p_m(t) = \frac{1}{240} + \frac{11.375}{t^2}$$  \hspace{1cm} (2.4)

where $t$ denotes the number of generation. Since in the right hand side of the equation $t$ appears in the denominator, it will make mutation rate $p_m$ gradually decrease as the search of the algorithm carries on. Later more flexible schemes were proposed, such as [45], however they used 3 constants which must be determined with respect to their specific target problem. An updated and more successful deterministic approach was given in [46]:

$$p_m(t) = (2 + \frac{1 - 2T}{T - 1} \cdot t)$$  \hspace{1cm} (2.5)

where the $T$ denotes the overall number of generations of the running of the evolutionary algorithm.

Similar approach is also proposed for problems with constraint where dynamic penalty functions naturally find their applications. Typical uses are increasing dynamic penalties as the number of generation grows so as to reduce the searching region to more centre on feasible solutions. An example of such approach is proposed in [47]:

$$\tilde{f}(x) := f(x) + (C \cdot t)^\alpha \cdot G(x)$$  \hspace{1cm} (2.6)

where $f(x)$ is the fitness function of an individual $x$ in a population and $G(x)$ is the constraint violation measure function while $C$ and $\alpha$ are parameters.

2.3.2.2 Adaptive Parameter Control

While deterministic parameter control use a predefined deterministic equation, adaptive parameter control allows evolutionary algorithms to update parameters according to a
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set of heuristic rules. An example of adaptive control is given in [14] in which the mutation strength is updated by a 1/5 success rule. The mutation steps \( \sigma \) used in their approach will be increased if the ration of successful candidate solution is higher than 1/5 in order to make progress faster, and the steps to be decreased if the success ratio is below 1/5. This approach is not dependent on a deterministic predefined equation, but rather adapting its value according to the characteristics of the actual problems such as fitness landscape.

2.3.2.3 Self-adaptation

If no knowledge as to how to define the set of heuristic parameter updating rules is known in advance, then an evolutionary algorithm should be able to search and find the parameters settings itself. In the taxonomy we are using this is called self adaptation and will be discussed in next section.

2.4 Self-adaptive Parameter Control

Approaches belong to self-adaptive parameter control are reviewed in this section, with emphasis on self-adaptation of mutation operator, which is most related to this thesis.

2.4.1 Self-adaptive Evolutionary Algorithm

Early self-adaptation parameter control in evolutionary algorithms can be dated back to 1974, when Schwefel [48] introduced it into evolutionary strategy. Later self-adaptation was introduced into evolutionary programming [49]. It seems quite common that self-adaptation of mutation parameters with continuous representations while for binary representation evolutionary algorithms there seems no established standard in terms of how to applying self-adaptation. But some instances of attempts exists such as [50, 51] and [52].

The cumulative path-length control, a de-randomized approach to self-adaptation of evolutionary parameters, was introduced by Ostermeier [53], and gave rise to certain other algorithmic variants, e.g., the cumulative step-size adaptation (CSA) [54] and
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the covariance matrix adaptation evolution strategy (CMA-ES) [55]. The latter has stood as the state-of-the-art evolutionary algorithm for many years and many successful applications can be found in literature such as in [56] [57]. Later a self-adaptive variant of the latter was given in [58].

The covariance matrix adaptation approaches such as CMA-ES computes the covariance matrix of difference of the best solutions in current generation and its parental generation. The CMSA-ES algorithm as described in [58] uses an algorithm as follows: let \( a = (x, \sigma) \) be an individual in the population of an evolutionary algorithm, where \( x \) denotes the solution and \( \sigma \) the self-adaptive step size which is the mutation strength parameter concerned in this case. Firstly after initialisation, the algorithm uses the following steps to produce \( \lambda \) candidate solutions:

1. Firstly, using a global self-adaptive step size \( \sigma \) to produce log-normally distributed step size for each individual:
   \[
   \sigma_i = \hat{\sigma} \exp(\tau N_i(0, 1))
   \]  
   (2.7)
   where \( \tau \) is the learning parameter, \( N_i(0, 1) \) is a random value from the Gaussian distribution and the global step size \( \hat{\lambda} \) is obtained by computing the average value of the step sizes from the \( \mu \) best parental solutions:
   \[
   \hat{\tau} = \frac{1}{\mu} \sum_{j=1}^{\mu} \sigma_j
   \]  
   (2.8)

2. Then correlated directions \( S_i \) are computed randomly for each individual by using a covariance matrix \( C \) as follows:
   \[
   s_i = \sqrt{C} N_i(0, 1)
   \]  
   (2.9)
   Then the random direction is scaled with the self-adaptive step size \( \sigma_i \), and added to global parent solution \( y \) to generate
   \[
   y_i = y + \sigma_i s_i.
   \]  
   (2.10)

3. The above steps are repeated \( \lambda \) times, and hence the \( \lambda \) candidate solutions are obtained for this generation. Now the algorithm can calculate \( \mu \) best solutions according to their fitness value.
4. After recombination The covariance matrix of the random directions of this generation will be generated, which is

$$ S = \frac{1}{\mu}ss^T $$  

(2.11)

With the help of a balance parameter $\tau_c$, the new covariance matrix of difference of the parental and current generations is computed by linear combination:

$$ C = (1 - \frac{1}{\tau_c})C + \frac{1}{\tau_c}S $$  

(2.12)

In [58] it is suggested that

$$ \tau_c = \frac{N(N + 1)}{2\mu} $$  

(2.13)

5. The algorithm terminates when the iteration of the above steps meets predefined termination conditions. The CMSA-ES algorithm is a typical case of self-adaptive parameter control in a sense that it updates its mutation strength parameter $\sigma$ with the help of the covariance matrix of the difference of 2 adjacent generations.

2.4.2 Mutation Strengths

Most significant success of self-adaptation of parameters come from adapting mutation strengths, largely because mutation strength is arguably the most influential parameter in terms of the change in solution of a evolution optimisation algorithm. Increased mutation strength allows the optimisation process to search in larger solution spaces, while small mutation strength make the algorithm focus more on current solution generations.

2.4.2.1 Real-valued Mutation Strength

The above mentioned CMSA-ES algorithm is one of the example to demonstrate how the continuous mutation strength parameters are updated during the process of an self-adaptive evolutionary search. Experiments have shown such algorithms are able to change the mutation strength as the fitness landscape is changing during the evolutionary search [58][59].
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An introduction to the step size $\sigma$ in real-valued evolutionary algorithm is given in [60]. Other continuous mutation parameters can also be self-adapted. Self-adaptation of the skewness of the mutation distribution is given in [61] [62]. Such asymmetric mutation shows advantages in certain problem although classical approaches often assume the mutation operators is unbiased [60]. Another biased mutation is proposed in [63], where the mutation ellipsoids is self-adapted by shifting with a bias vector and shows improved performance in problem with constraint. A correlated mutation operator is proposed in [64], in which the axes of the Gaussian mutation distribution is rotated self-adaptively according the changing fitness landscape. This approach is similar to the above mentioned CMSA-ES in a sense that the adapted covariance matrix in CMSA-ES also rotate the axes of the mutation parameter distribution.

2.4.2.2 Discrete Mutation Strengths

There seems rather limited approaches for self-adaptation in evolutionary algorithms in discrete solution spaces. There are certain approaches with regard to crossover controlling for combinatoric problems using evolutionary algorithms have been proposed. Using binary string to represent crossover points for parameter control was introduced by Schaffer and Morishima [65]. A similar approach was proposed by Spears [66]. Another approach making use of integer value represented crossover points was introduced by Kramer [67]. A comparison of performance of self-adaptive inversion mutation and static inversion mutation for $GR666$, a library of travelling salesman problem, is conducted in [68].

2.4.3 Crossover Parameters

Though as an standard operator in evolutionary algorithms, crossover have not been investigated thoroughly enough compared mutation operator. One can argue it brings in diversity in searching space while others believe it simply maintains and exploits existing solutions. For example in [69, 70], it is assumed that crossover recombines different building blocks of parental generation while in [71, 60] assumes common blocks of parents are mixed. Attempts to finding self-adaptive schemes for crossover operators have been made in the project. However, approaches in this thesis, evolutionary programming for function optimisation and immune algorithm for protein folding, do not take significant advantages of crossover operator, the parameter control of crossover will not be covered in details in this section.
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2.4.3.1 Crossover Probabilities

Just as the name implies, crossover probability $p_c$ controls how often the crossover is applied. It seems not many approaches concerns the self-adaptation of crossover probabilities as it is usually set as a fixed value. For example in evolutionary strategy, the crossover operator is always applied for every solution. But in [72] it is argued that the crossover probability should be adapted during the process of evolutionary optimisation. Later an approach to self-adaptation of the crossover probability is proposed and results in several combinatorial optimisation problems was successfully reported [73]. As with the mutation strengths of mutation operators, experiments shows that self-adaptive process of an evolutionary algorithm will decrease the crossover probabilities over the course of evolutionary search. The interpretation of this might be that crossover tend to contribute in the finding of optimal solution in early stage of the search while in later stage big changes in solution spaces are not desirable.

2.4.3.2 Crossover points

Consider a solution in an evolutionary algorithms is represented as a vector string, then the crossover point is the place within the string where the solution is split into a left part and right part. Then crossover operation is done by recombining the left part and right part of two parental solutions. Instead of choosing a fixed point of the parents to be the crossover point, there have been efforts on self-adaptation of the place of crossover points. The first approach is punctuated crossover, which outperform classic genetic algorithm on 4 bench mark functions [65]. Smith and Fogarty Proposed the linkage evolving genetic operator (LEGO) algorithm, which makes use of the analogy from biology that closely located genes are more likely to be recombined. Similar approach in learning linkage was also investigated in [74] and techniques based on probabilistic modelling of the linkage learning was proposed [75].

Consider a simple case in which crossover is only applied on 1 point of the parental solutions vector strings with $N$ bits of elements, then parameter $\sigma \in [1,N-1]$ denotes the crossover point which determine the crossover will be applied between the $\sigma$th and $(\sigma+1)$th element.
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Given two parental solutions

\[ a^1 = ((p^1_1, \ldots, p^1_N), \sigma) \]
\[ a^2 = ((p^2_1, \ldots, p^2_N), \sigma) \]

and \( \sigma \) as the accompanying crossover point parameters. Then initially \( \sigma \) are randomly chosen, then over the course of evolutionary optimisation, the algorithm will update the \( \sigma \) to be the new point \( \sigma^* \) where higher fitness value can be obtained after crossover two parents and produce the following two offspring:

\[ a^1 = ((p^1_1, \ldots, p^1_\sigma, p^2_{\sigma+1}, \ldots, p^2_N) \sigma^*), \]
\[ a^2 = ((p^2_1, \ldots, p^2_\sigma, p^1_{\sigma+1}, \ldots, p^1_N) \sigma^*), \]

2.4.4 Global Parameters

Apart from mutation parameters and crossover parameters, evolutionary algorithms also involve global parameters such as selection pressure and population size. Parameters such as mutation strengths and crossover points are local parameters which belong to individuals in a solution population. But such local information can be added together to produce global parameters. Such an approach to self-adaptation of global parameters is proposed in [76]. In the aforementioned CMSA-ES algorithm, the learning rate \( \tau_c \) is just another example of self-adaptive parameter since it is computed by vote of individuals:

\[ \tau_c = \frac{1}{\mu} \sum_{i=1}^{\mu} \sigma_{i/o} \]  \hspace{1cm} (2.14)

This clearly shows the learning rate \( \tau_c \) is an aggregation of self-adaptive parameters of individuals. In [59] the self-adaptation of population size \( \mu \), \( \lambda \) of CMSA-ES as well as the learning rate \( \tau_c \) is examined and tested, and they argue that self-adaptation of global parameters may help the algorithm search recover from a bad initialisation but there is no definitive conclusion as to whether it is overall beneficial subject to the nature of targeted optimisation problems.
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The word 'heuristic' is a term used to demonstrate a whole search algorithm. It also refer to a particular decision process sitting within some repetitive control structure in some circumstances. Before the proposal of "No Free Lunch Theorem" [4], some researchers have tried to argue for the absolute superiority of one heuristic over another. But later on researchers convinced that when averaged over all problems are defined on a finite search space, all search algorithms had the same average performance. The result can be seen as an intuitively natural result. The reason is that the majority of problems have no exploitable structure. Only a complete lookup table can be used in the process of defining. With the theory of "No Free Lunch Theorem", the question of what sorts of problems any given algorithm might be particularly useful will be continuously noticed.

2.5.1 Motives of Hyper-heuristic

Although researches have put forward the heuristic search methods in real-world computational search, there are still difficulties in its application. The difficulties are mainly about the significant range of parameter or algorithm choices involved. Moreover, people are lack of guidance in selecting type of approaches. The goal of hyper-heuristics is to automate the design and tune of heuristic methods, which can be used to solve hard computational search problems. The hyper-heuristics develops more applicable algorithms, which are better than many of the current implementations. It can produces generic methods based on low-level heuristics, which are much easier to implement. A hyper-heuristic can automatically produces an intelligent combination of the provided components.

The term hyper-heuristics was put forward in the early 2000s [77]. There are two fundamental ideas of hyper-heuristics. Firstly, selecting and designing efficient hybrid and cooperative heuristics is a computational search problem. Secondly, the search methodologies still need to be improved by the incorporation of learning mechanisms. More recently, the research on hyper-heuristics are mainly focus on generating heuristics automatically, which are suited to the given problems.

The ideas hyper-heuristics are derived from the early 1960s [78]. The pioneering work in 1960s proposed a method of combining scheduling rules using 'probabilistic
After three decades’ development, hyper-heuristics were widely used. To design a good combination of problem-specific (fast) heuristics is a research problem. Researches have produced a subset of solutions in this new research by perturbing the heuristic combination and the problem data [79, 80]. In the context of the open-shop scheduling, the space of sequences of heuristic choices was researched by using a genetic algorithm. In other experiments of 1990s, researches have solved a real-world scheduling problem by using a genetic algorithm approach. Norenkov and Goodman [81] conduct a set of experiments using evolutionary algorithms. The solutions obtained were strongly affected by the subset of heuristics used.

### 2.5.2 Classification of Hyper-heuristics

The classification of hyper-heuristics is based on two dimensions: the nature of the heuristic search space and the source of feedback during learning. There are several types of hyper-heuristics. In this part, three approaches will be discussed: Heuristics to choose heuristics based on constructive heuristics, heuristics to choose heuristics based on perturbative heuristics and heuristics to generate heuristics.
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2.5.2.1 Heuristics to choose heuristics based on constructive heuristics

These approaches are able to select and use constructive intelligently. They start with an empty solution, and build a complete solution gradually. The hyper-heuristic framework are built up with a set of pre-existing constructive heuristics. The challenge is to select the most suitable heuristic for the current problem state. When a complete solution is being reached, the process will come to the final state. Because of the complete solution, the sequence of heuristic choices is finite. They are determined by the size of the underlying combinatorial problem.

In the investigation of the application domain, five applications of the approaches have been put forward: Graph-colouring heuristics in timetabling, dispatching rules in production scheduling, packing heuristics in 1D packing problems, packing heuristics in 2D packing and cutting stock problems and variable ordering heuristics in constraint satisfaction. For example, Terashima-Marin et al [82] solve 2D-regular cutting stock problems by using the messy genetic algorithm hyper-heuristic. Garrido and Riff [83, 84] also propose a genetic algorithm hyper-heuristic to solve the 2-D strip packing problems.

2.5.2.2 Heuristics to choose heuristics based on perturbative heuristics

The search of a perturbative hyper-heuristic is conducted iteratively. It selects and applies a low-level heuristic or its subset to the current solutions to meet a set of stopping conditions. Recent proposed perturbative hyper-heuristics perform a single point. It processes a single candidate solution at each iteration.

In the recent years, perturbative hyper-heuristics have been applied in the combinatorial optimisation problems. The application of perturbative hyper-heuristics have been involved in a wide rage. For example, Kendall and Mohamad [85, 86] put perturbative hyper-heuristics into the practice of the channel assignment. Other applications include component placement, personnel scheduling, packing, planning, shelf space allocation, timetabling and vehicle routing problems.

2.5.2.3 Heuristics to Generate Heuristics

Hyper-heuristics searches a space of heuristics constructed from components, rather than a space of complete, pre-defined, heuristics. Not only it produces a solution, but
also outputs the new heuristic that produced the solution. Genetic programming [87], an evolutionary algorithm used for generating a executable computer program from a population of potential computer program, can be considered as one of the most common methodology of automatically generated heuristics.

The purpose of automatically generated heuristics is to reuse on new unseen problems of a certain class. Generally, all heuristics generated by a hyper-heuristic are reusable. They are used in a new instance to come out a legal solution. It will perform well only if being designed with re-usability. The automated heuristic design process makes human resources and time less demanding. A generated heuristic can produce a better solution than the current human created heuristic.

The research on a variety of optimisation problems of heuristics to generate heuristics has reached promising results, which are based on human-generated heuristics. Researches have shown that evolutionary computation methods are being applied in the automatically generate heuristics [88].

Different from the methodology that operates directly on the solution space, the evolutionary heuristic generation process is computationally expensive. When results are not be required for future problems, the computationally expensive can be seen as the only disadvantages of the evolutionary heuristic generation process in the short term. The evolutionary algorithm can be directly applied to the problem space. If the output or the solution are required for future problems, the entire evolutionary algorithm must be run for the second time. But if the evolutionary process can generate a quick reusable heuristic, then only one run is needed. Under the circumstance, the heuristic will perform far more quickly than an evolutionary algorithm when obtain a comparable result on the future problems.

Although the evolutionary heuristic generation process is a long process, it is quicker than manual heuristic generation. Furthermore, humans are the only sources of the potential components of the evolved heuristics. The human created heuristics is the only inspiration of the successful sets of potential components. A research has shown that the human ingenuity cannot be totally replaced by the automatic heuristic generation.

2.5.3 Hyper-heuristic and Parameter Control

As introduced in Section 2.3.2 parameter control is a different way to view self-adaptive configuration of evolutionary algorithm. It tunes algorithm parameters on-line at exe-
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cution time. It is used in the evolution strategies. Feedback from the search process is used to control the mutation step size. Later in 1999, a useful classification into adaptive and self-adaptive approaches was proposed [29]. Researches also surveyed previous work on parameter control that is applied in evolutionary algorithms.

In the research of hyper-heuristics, both online and offline approaches are valuable directions. On the one hand, to find a search algorithm requires a big search effort in offline approaches. Once the algorithm has been found, the approaches will become much cheaper and faster in their application. It can be seen as a reusable method. On the other hand, online approaches are more suitable for the newly encountered instances or problems. Heuristics provide researchers with an advantageous structure. Compared with searching directly on the underlying problem space, it is much more effective to search on a space of heuristics.

An on-line methodology called reactive search advocates the integration of sub-symbolic machine learning techniques into search heuristics for solving complex optimisation problems. The purpose of the machine learning component is to let the algorithm automatically tune its operating parameters during the search operation. In a reactive feedback scheme, the learning component increases its efficiency and efficacy. The outcome of the research has been applied in the Tabu search meta-heuristic. Battiti and Brunato [89] came up with other techniques related to reactive search such as model based search, guided local search, colony optimisation and dynamic local search.

In 2007, researchers exploit the search power of multiple neighbourhoods, introducing an adaptive mechanism is Variable Neighbourhood search (VNS) [90]. VNS is employed to systematically switch neighbourhoods in a predefined sequence. The research is going to explore increasing distant neighbourhoods of the current solution.

Another way of automating the design of search techniques is the algorithm portfolio method. It is firstly proposed in 1997, which obtain different return-risk profiles in the stock market by combining different stocks. An algorithm portfolio can allocate a fraction of all CPU cycles to each of them. In this way, different algorithms can be run concurrently. Most of the algorithms are immediately stopped, but the first algorithm determines the completion time of the portfolio.
2.5.4 Hyper-heuristics and Memetic Algorithms

Another approach called adaptive memetic algorithms (MAs) [91] is also closely related to the improvement of hyper-heuristics [92]. Memetic algorithms has been contributed to the improvement of hyper-heuristics. Different from memetic algorithms, the hyper-heuristics concentrates on searching in the heuristic space. Two populations, memes and genes, are maintained in the latest search simultaneously on both spaces.

2.6 Hybrid Evolutionary Algorithms

In the research area of computer sciences and technology, hybrid algorithms has been an interesting topic in recent years [93]. Nowadays researchers are paying more attention on hybrid algorithms. In order to solve difficult problems, hybrid algorithms are being used to get more powerful tools. The algorithms following this way of hybridization have been being designed by many researchers. And they are trying to design more effective algorithms to solve complex problems. A recent research has shown that hybrid algorithms are more powerful and efficient than pure algorithms.

To solve real-world problems, doing exhaustive search is not the best idea. There are still a large space to be searched, and enumerate the search space is not an efficient approach. A feasible solution is always complex. A heuristic approach can be used to help finding an optimal solution which contributes to raise the search speed, while it is also being used for obtaining at least an acceptable quality. In the last few years, a large number of heuristics have been developed. They are derived from experimental results or the arguments based on the specific problem class.

2.6.1 Motives of Hybrid Evolutionary Algorithms

The combination of global search of evolutionary algorithms and local search or other methods can bring a lot of benefits. It improves or refines an individual solution. There are many motivations to the hybridization of evolutionary algorithms.

1. Many complicated problems can be divided into several parts, in which exact methods or excellent heuristics can be used. A combination of the most appropriate methods is applicable for different sub-problems.
2. Successful and efficient all-purpose problem solvers do not exist. The No Free Lunch theorem [4], one of the theoretical results, has given a strong support to this view. In the perspective of Evolutionary Computing, it indicates that evolutionary algorithms are not the most excellent for global search. The competence of an evolutionary algorithm is decided by the amount of problem-specific knowledge incorporated within it.

3. The performance of evolutionary algorithms at refining near-optimal solutions are not as good as rapidly identifying good areas of the search space. By incorporating a more systematic search, EA hybrids can search good solutions in a
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more efficient way. Fourthly, many problems have some constraints associated with them. Local search and other heuristics can "repair" infeasible solutions generated by standard variation operators.

2.6.2 Memetic Algorithm

Memetic Algorithms (MAs) are stochastic global search heuristics [91], which combine Evolutionary Algorithms-based approaches and local search techniques together. With the combination, the quality of the solutions created by evolution will be improved. Memetic algorithms have played an important role in many areas such as combinatorial optimization, optimization of non-stationary functions and multi-objective optimization. There are many different ways to name the methods for hybridizing EAs. For instance, hybrid genetic algorithms, Lamarckian EAs and genetic local search algorithms. Memetic algorithms covers a range of techniques which have strong relation to evolutionary-based search.

Dawkin’s concept of the meme has been used as a motivation for hybridization. The application of hybridization within evolutionary algorithms could fit Dawkin’s idea by using one or more phases of improvement to individual members of the population within each generation of an evolutionary algorithm.

2.6.3 Memetic Algorithm and Local Search

Local search iteratively examines the set of points in a neighbourhood of the current solution and replace the current solution with a better neighbour where possible. It is a research method. It is related to memetic algorithms. The workings of local search can be affected by three principal components.

1. The pivot rule. It gives the criteria for accepting an improving point. Both a steepest ascent and a greedy ascent pivot rule can terminate the inner loop. A steepest ascent works only after the entire neighbourhood has been searched. A greedy ascent works as soon as an improvement is found.

2. The depth of the local search. It defines the termination condition for the outer loop.
3. The neighbourhood generating function. It defines a set of points that can be reached by the application of some move operator to the point. Among the most successful global search methods, local search is the most important idea. Iterated local search makes it possible traverse a succession of "nearby" local optima. It is effective when putting into practice. Tabu Search and Simulated Annealing are the most popular heuristics based on local search. Both of them are improvement methods in the area of memetic algorithms.

2.7 Mixed Strategy in Evolutionary Algorithms

Evolutionary algorithms have been widely used and proved to be effective in a large variety of optimization domains and real-world applications. Evolutionary algorithms operate on the basis of populations, in which the objective is not only to find suitable adjustments to the current population and hence the solution, but also to perform the process efficiently.

An evolutionary algorithms is commonly designed and influenced by a set of parameters in order to provide flexibility to a specific problem [94]. Therefore, when designing an evolutionary algorithm, one should carefully choose a set of parameter for its components, which is a really time-consuming task and may fall into a optimization problem itself [29]. Furthermore, for a single problem, a parameter setting that was optimal at the beginning of a search run may become unsuitable during the evolutionary process. Thus, it is desirable to automatically modify the control parameters during the run of an evolutionary algorithms. The control of different parameters can be of various forms, ranging from mutation rates, recombination probabilities, and population size to selection operators.

In light of this, self-adaptation techniques [95, 96] have been introduced to implement such parameter control. The approach has a bias on the distribution towards appropriate directions of the search space, thereby maintaining sufficient diversity among individuals in order to enable further ability of evolution.

2.8 Mixed Strategy for Evolutionary Programming

Evolutionary programming (EP) is a branch, alongside other notable research areas such as genetic algorithms and evolution strategy, of evolutionary computation that
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stems from natural biological evolution, though the differences between each branches has seen a decrease in the last two decades [12, 94]. The self-adaptive control of mutation step sizes was originally realized in the community of evolution strategy [14]. Because of its successful performance, its use gradually spread to other branches of evolutionary computation.

2.8.1 Evolutionary Programming with Self-adaptive Mutation Operators

As a key element in evolutionary programming, mutation operators have attracted significant attention in research, where the implementation of controlling mutation step sizes was further discussed on finite state machines [2], flexible molecular docking [97], as well as the optimization of numerical functions. In this project, we focus evolutionary programming on numerical function.

Figure 2.5: Established mutation operators available for evolutionary programming

The original mutation operator for evolutionary programming is typically Gaussian, which usually lacks robustness when applied to multi-modal functions. Therefore, con-
siderable research has been devoted to determining new mutation operator thereby preventing the search from being premature. A substitute of Gaussian mutation in fast evolutionary programming (FEP) which takes the Cauchy distribution to generate the probabilities for updating mutation operator as reported in [1], entails better performance regarding many multivariate functions. However, it is less efficient on some unimodal functions. By generalizing FEP further using mutation based on the Lévy probability distribution, further improvement can be achieved, which also establishes the relationship between the two former mutation schemes [3].

As aforementioned in the previous paragraph and shown in Fig. 2.5, there are several mutation operators which have been developed for specific problems. Unfortunately, it has been demonstrated that it is, in evolutionary algorithms, impossible to design a single algorithm or operator which always gives an efficient performance on average for a large number of problems [4], be they self-adaptation or not. The main reason is that the local fitness landscape would be changing when facing different optimization problems. More important, it can also vary at the different stage of the search process when finding the global optimal.

2.8.2 Evolutionary Programming with Mixed Strategy

An approach for enhancing the conventional EP that uses a single mutation operator is to apply different mutation operators simultaneously and integrate their advantages together. Such a strategy is called a mixed mutation strategy (borrowing the concept from game theory [6]). The employment of a mixed strategy stems from the need to explore a unified approach for maximizing the ability of various self-adaptive strategies, while assuming no prior knowledge of the problems at hand. The conception of mixed strategy came from the early work that attempted to combine different strategies together. For example, an early implementation is a linear combination of Gaussian and Cauchy distributions [5]. The drawback of this approach is that the ratio of different strategies used is short of flexibility.

An alternative approach is the improved fast EP (IFEP) [1, 3] which works by: 1) each individual of a population implementing Cauchy and Gaussian mutations simultaneously and generating two offspring; and 2) the better one being chosen to construct the next generation. Reinforcement learning theory may also be used to learn individual
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Some progress has recently been made in an effort to adjust mutation strategies in evolutionary programming [6, 7], where different strategies are allowed to be used in a portion of the population in each generation of the process. Those strategies which exhibit better performance would be chosen by more individuals of the population in the next generation. The mixed strategy can thereby adapt to different optimization problem with an improved efficiency in comparison to pure strategy that uses only one single mutation operator. Since its inception, the mixed strategy has also been incorporated into other operator or even other branches of evolutionary algorithms. In [98], it is used in the crossover operator in genetic algorithms, while in [99], differential evolution is taken into account and it is also proved to be highly effective.

Figure 2.7 is an illustrative example of the process of applying the mixed strategy, in which the generations are only symbolic numbers. The general process can be described as follows:
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Figure 2.7: Dynamic evolution over the process of applying Mixed Strategy

- At each generation, an individual chooses one mutation operator based on a dynamic selection of probability distribution.
- This distribution will change over generations.
- At the 50th generation, Gaussian mutation may play a major role. That is, most of the individuals in the population choose Gaussian mutation and the others choose Cauchy mutation.
- However, when it comes to 100th generation, Cauchy mutation may dominate the process.
- As the number of iterations reaches 500, the probability of choosing Gaussian mutation is once again larger than the Cauchy ones.

2.8.3 A Novel Design for Mixed Strategy

In previous studies [7, 9], the design of a mixed strategy mainly utilizes the reward of each operator (i.e. an operator which produces a higher fitness will receive a better reward). However, the performance of each mutation operator is strongly linked to the fitness landscape, which could be highly dynamic at different stages of the search process. Therefore, it is important to adaptively adjust the algorithm such that the designed mixed strategy could change accordingly once the local fitness landscape changes.
In light of this, a novel mixed strategy is proposed in this project, entitled local fitness Landscape based Mixed Strategy Evolutionary Programming (LMSEP), in order for the strategy to adapt to the given fitness landscape. In this project, we give a feature to represent the ruggedness of the variety of fitness landscape. Observed from different fitness landscape, different feature value are extracted and calculated. Then a mapping is established between those value and the mixed strategy.

Two schemes for establishing the mapping are considered in this project. In the first approach, the in-line learning method, a certain mixed strategy is manually assigned to a feature value directly that is mainly on the basis of a linear mapping between strategies and features. A more advanced approach is presented afterwards, in which a training mechanism is conducted beforehand to learn the relation between features and mixed strategies. This second approach is called off-line learning in this project and employs a simplified version of K-Nearest neighbourhood method to train several training functions to automatically generate the mapping scheme.

2.9 Mixed Strategy for Clonal Selection Algorithm

A great deal of research aiming at improving the performance of CSA has been made over the last decade. Several parameters in CSA are required to define manually: antibody population size, memory pool size, selection pool size, remainder replacement size, clonal factor, number of generations, and the random number generator seed.

2.9.1 Self-adaptive Clonal Selection Algorithm

To make the search process much more automatically, an adaptive CSA (Adaptive Clonal Selection) is developed as an parameter version, which is tested on real-valued function optimization [100].

The ability of local search also attracts many research studies. For example, Lamarckian learning theory are introduced to enhance the local search of CSA in the Lamarckian Clonal Selection Algorithm in which recombination operator is also utilized to provide enough diversity for antibody population. [101, 102] Like this study, adding learning to the process are very common approaches to assist CSA. Baldwinian Clonal
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Selection Algorithm is another CSA-based algorithm developed alongside a learning theory. It takes advantage of the Baldwin effect in immune system to employ information between individual (antibodies) such that the search could be better directed. It differs from Lamarckian learning theory in that the use of the exploration performed by the antigens could lead to a better guidance in the search space [103].

2.9.2 Clonal Selection Algorithm with Various Mutation Operators

Potential improvements of the existing operator in the basic algorithm are also a major focus since the inception of CSA, especially as an powerful optimization approach. Since significance of the mutation operator in CSA which does not posses a crossover operator and relies exclusively on the mutation operator to generate new antigens, a diversity of modifications of mutation strategy has been proposed.

An idea to solve complex problem is employing more mutation operators. The first thought is to implement different mutation strategies consecutively. This idea is investigated as a new approach to solve hybrid flow shop scheduling problems, in which two phased mutation procedure is implemented [104]. The generated clones undergo an inverse mutation procedure at first, then pairwise interchange mutation method is applied if the result is not favourable in the first phase. Gaussian mutation strategy, characterized with the capacity of exploitation in the local neighbourhood, is introduced in another proposed algorithm for real-valued function optimization, together with a rank based selection [105].

Cauchy mutation is used in Improved CSA (IMCSA) in order to avoid premature convergence and exhibits ability of performing fast in search of the solution for job shop scheduling problem [106]. This idea is then further extended in the Fast clonal algorithm [107] that borrows the idea from fast evolutionary programming [1], in which a parallel mutation operator comprising of Gaussian and Cauchy mutation strategy are incorporated to present an adaptive search. A chaos generator are employed to allocate both mutations aforementioned dynamically. The Cauchy mutation strategy are able to make large jumps in the search space, able to prevent the search falling into local optimum, while the Gaussian mutation shows higher probability in searching local neighbourhood, providing fine tuning ability in search of the global optima. Likewise,
another study on CLONALG for constrained optimization also consider Gaussian and Cauchy random distribution as a helpful mutation scheme that make the search more efficient [108].

Furthermore, three coding schemes are investigated in the study, including binary, gray coding as well as real-valued version. Another mutation scheme is proposed in a novel CLONALG paradigm called Artificial Immune System with Mutation Multiplicity (AISMM) where multiple mutation operators are employed simultaneously to take advantage of the information gained over a number of previous generations. The fitness gain achieved in every generation is stored and used in the selection step to determine the operator selection probabilities [109]. A CSA with binary flip mutation is implemented to solve economic load dispatch problem. The mutation rate is inversely proportional to the fitness value, with the probability of mutation varying from 0.035 to 0.010 [110].

It is also worthwhile taking into account of combining mutation and other types of operators together such that the modification of genes is in accordance with the information gained in previous generations. Like in other evolutionary algorithms, a deterministic approach was first proposed to adjust the selection of antibodies, individuals to survive and to proliferate for creating the offspring generation.

However, it is obvious that those antibodies selected by a deterministic selection operator are only those who exhibited best performance in the previous iteration, which could result in the search space falling into a relative small area and lead to a premature convergence. In light of the idea to overcome this drawback, research in CSA has been gradually turning into other thoughts of selection, especially a roulette wheel based selection mechanism. This type of selection mechanism provides helpful information in assisting the procedure of mutation while maintaining the diversity of antibodies to avoid premature convergence. A special version of roulette wheel selection in [104] is proposed in cloning process followed by a two phased mutation procedure.

Another idea is considered to apply a super mutation operator as well as a vaccination operator to modify each individual so as to maintain the diversity of antibodies [111]. Another method proposed to extend the conventional CSA is the "psychoclonal algorithm" algorithm [112] in which Maslow’s need hierarchy theory is implemented in to solve the assembly-planning problem. Needs for mutation operator and are categorized into different level, alongside the employment of immune memory, and affinity
maturation, such that the solution are better guided to the global minimum rather than local ones while also preserve the ability to remove infeasible solutions.
Chapter 3

Mixed Strategy based on Local Fitness Landscape for Functional Optimisation

Every optimisation problem has its own natural characteristic, which results in the different performance and results shown by using different algorithms. In order to analyse this natural characteristic, certain approach needs to be employed that it has strong impact on the behaviour of the algorithm.

3.1 Fitness Landscape

Fitness landscape is a way of analysing various kind of situations in optimisation problems. When a meta-heuristic algorithm is running for an optimization problem, a variety of fitness are created. When those fitness are taken into account together, there are better ones and poorer ones. Among these fitness, the better ones are considered solutions and the best one is the best solution. To visualise the entirety of these fitness, the fitness landscape is constructed [113]. The solutions with better fitness are seen as peaks and those with poor fitness are valleys. Therefore, solutions are generated with those peaks and the best solution is the highest peak. The process of the search can be seen as hill climbing, where the adaptation of the algorithm can be seen as gradually moving towards the top of the hill.
3.1. Fitness Landscape

3.1.1 Fitness Landscape in Biology

The idea of fitness landscape, along with genotype and phenotype, are borrowed from biology, where each genotype encodes a phenotype, and the offspring represents the productiveness [113]. In computational optimisation problems, each phenotype is assigned a fitness value according to its performance. That is, they have numerical values indicating how well the phenotype performs. Although the overall target performance is counted by the mean number of the collective of the population, each genotype is still associated with one fitness value regardless of the entire system.

If all the possible genotypes are encoded to phenotype, a fitness landscape can be generated, where the fitness of each phenotype defines the height of the landscape and each genotype defines the location with the fitness. In this way, the fitness equals to the height of the landscape, while similar genotypes are placed close to each other. In contract, those genotypes with distinct performance are placed far from each other as they would be associated with fitness values that are much more different [114].

Therefore, fitness landscapes is utilized as the idea whereby the relationship between genotypes and phenotypes can be visualised. In reality, fitness landscapes are highly dimensional and impossible to visualise. But the set of all possible genotypes, and more specifically, the degree of their similarity, and their related fitness values can still be seen as a fitness landscape.

In the concept of landscape, there are peaks and valleys, by which it can be imagined that the direction of a genotype may evolve. The genotype alters its location in a little manner in the fitness landscape every time when it performs a mutation. In the meantime, a new fitness value is assigned to its new genotype when it moves towards the next position. The higher the fitness value, the better the genotype performs, and the more likely it will create offspring which could be kept alive into the next generation. By continuing this process (search) over many generations, the genotype will eventually end up with a peak in the landscape.

3.1.2 Fitness Landscape for Meta-heuristic

Bringing the idea of fitness landscape from biology science, the ultimate target of the search is to find the highest peak of the fitness landscape, that is, the best solution,
thus solutions with more adapted condition are always preferable to less adaptive ones. However, there might be a number of local optima and a global optimum depending on the features of the landscape. It is possible that a certain search might move towards some lower peaks, from which there are no available route leading to higher peaks. In such cases, the populations get stuck in the local optima and may not move upwards to find the global one. The individuals within the population may gather around certain local optimum, wandering around this area. Therefore, further self-adaptation approaches are necessary to prevent this and help to release the population. The population would then drift down from the local peaks and start searching across the fitness landscape again.

Figure 3.1 is an example of a one dimensional function optimisation. It shows that the process of search could jump into another valley easier, or generate a different path entirely if mutations allow the genotype to make large steps across the landscape. For example, more than one point mutation in each generation are perform. This would lead to the genotype encoding with the highest possible fitness value. The shape (or view) of the entire landscape and how far mutations can move the genotype across it will determine the evolutionary direction and the final peak (global optimum) in which the genotype will going to terminate.

3.2 Local Fitness Landscape

In this section we introduce the definition of local fitness landscapes and the calculation of the number of optima. The concept of fitness landscape is one of the most commonly used metaphors to describe the behaviour of EAs in optimisation. However to give an exact definition of the concept sometimes is not easy while several different explanations exist [114].

Consider a continuous function $f(\vec{x}), \vec{x} \in \mathbb{R}^n$, where $n$ is the dimension. The fitness landscape in a continuous space is represented by the triple $(\mathbb{R}^n, f, d)$, where $d(\vec{x}, \vec{y})$ is the Euclidean distance between two points $\vec{x}$ and $\vec{y}$. In a three dimensional space, it is easy to describe characteristics of a fitness landscape using intuitive words like ridges, valleys and basins etc. Nevertheless it becomes more difficult to describes the features of a fitness landscape in a higher dimensional space. Reeves [114] summarises three approaches to illustrate the features of a fitness landscape: mathematical characterisation, statistic measures and practical studies.
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Figure 3.1: An example of fitness landscape: two dimensional function optimisation problem.
We adopt a statistic measure: the number of optima on a fitness landscape (including both local and global optima). A fitness landscape with many local optima is called rugged, which intuitively means the landscape is uneven. The number of optima is strongly related to the difficulty of a fitness landscape. Usually the more number of optimal, the harder a fitness landscape. Reeves and Eremeev [115] proposed three statistical models for estimating the number of optima: waiting-time model, counting-model, and non-parametric estimation.

Either counting the exact number of optima or obtaining a statistical estimation needs a long computation time. Instead we seek a simplified approach whose computation cost is relatively low. Given a population of points \( X = x(1), \ldots, x(\mu) \), a local fitness landscape is a part of the fitness landscape which contains the population. The purpose of introducing local fitness landscapes is that a complex fitness landscape usually consists of different local fitness landscapes such as ridges, valleys and basins. When a population resides in different areas of the fitness landscapes, its local fitness landscapes are different.

Counting the number of optima in a local fitness landscape still needs a large amount of sampling points. To simplify the computation, a new concept has been proposed [116] [117], called the observation of a local fitness landscape, which is exactly the population itself. It is represented by \((X, f, d)\). The fitness landscape observation is only an approximation of the real fitness landscape or an observation from limited sampling points. The observation will approach the real fitness landscape as the number of points in a population increases.

As can be seen in Figure 3.1, it is difficult to define whether the global fitness landscape is a unimodal or a multimodal one. However, in certain area the global fitness landscape can be seen as constructed by a great number of local ones. These local fitness landscape can be approximated by counting the population of points \( X = x(1), \ldots, x(\mu) \) within a predefined window. In Figure 3.1, if individuals are distributed within Window A, then the local fitness landscape can be treated as multimodal. Similarly, different fitness landscapes also have their counterparts. When those points are located in Window B or C, the local fitness landscape is characteristic as a unimodal one.
3.3 Mixed strategy adapting to local fitness landscape

In previous studies [7, 9], the design of a mixed strategy mainly utilizes the reward of each operator (i.e. an operator which produces a higher fitness will receive a better reward). Little existing work is directly relevant to the information of local fitness landscapes. However, the performance of each mutation operator is strongly linked to the fitness landscape, so it is important to deal with the local fitness landscape where an population is located. To deal with this drawback, this project is firstly devoted to propose a novel mixed strategy in order for the strategy to adapt to the given fitness landscape.

This section describes a novel mixed strategy that is developed in order to improve the conventional evolutionary programming by two major techniques:

1. A mixed mutation strategy, based on the observation that local fitness landscapes form a key factor in the determination of the behaviour of mutations in evolutionary programming.

2. A training procedure, where several typical learning functions are introduced (as the training dataset) in order to determine the preferable probability distribution of mixed mutation operators with respect to different types of local fitness landscape.

These two tasks will be addressed below, which are then combined to deal with a set of target functions.

In evolutionary programming, a mutation operator is determined by the random variable $X_j$ given in Eq. (2.2), which satisfies the probability distribution function $F_j$. A mutation operator is denoted by $s$. Currently, the set of mutation operators consists of Cauchy, Gaussian, Lévy and other probability distributions, and the set is denoted by $S = \{s_1, \cdots, s_L\}$.

With this notion in mind, a mixed strategy based on the probability distribution can be developed. The mixed strategy can be described as follows: at each generation, an individual chooses one mutation operator $s$ from its strategy set based on a selection probability distribution $\rho(s)$. A mixed strategy distribution is determined by $\pi = (\rho(s_1), \cdots, \rho(s_L))$. 
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The key problem in the mixed strategy is to find out a good, if possible an optimal, probability distribution \((\rho(s_1), \cdots, \rho(s_L))\) for every individual. This distribution is dynamic, which changes over generations. The problem can be formalized as follows: Given the \(t\)-th generation population, decide a probability distribution of \(\pi = (\rho(s_1), \cdots, \rho(s_L))\) which maximizes the drift towards the global optima, i.e.,

\[
\max_{\pi}\{d(\vec{x}(t), \vec{y}); \vec{y} \in S_{\text{min}})\},
\]

(3.1)

where \(S_{\text{min}}\) is the global optimal set, and \(d(\vec{x}, \vec{y})\) is the Euclidean distance.

In theory, such an optimal mixed strategy \(\pi\) always exists, but in practice it is impossible to find out the optimal strategy \(\pi\) since the optimal set \(S_{\text{min}}\) is unknown.
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Figure 3.3: Relation between multimodal landscape and Cauchy mutation

Instead, the mixed strategy is designed on the basis of the following assumption that the mixed strategy should adapt to the local fitness landscape. In this chapter, the following principle is taken from previous experiments [6]:

1. If the local fitness landscape looks like a unimodal landscape, Gaussian mutation should be applied with a higher probability.
2. If the local fitness landscape looks like a multimodal fitness landscape, then Cauchy mutation is applied with a higher probability.

3.3.1 Creating the Feature for Illustrating Local Fitness Landscape

There are two tasks in designing the above mixed strategy: (1) given an individual $\vec{x}$ in the real space $\mathbb{R}^n$, determine what type of local fitness landscape it looks like; (2) based
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3.3.1.1 Defining the Feature Value of Local Fitness Landscapes

Consider the first task. Given an individual $\vec{x}$, it is difficult to give the precise characteristics of local fitness landscape and the computation cost will be very heavy. Instead it will be better to seek a simplified approach. Since each individual is among a population, the population forms an observation of the local fitness landscape. A simple feature of the local fitness landscape then is drawn from the observation. Sorting other individuals in the population based on their distances from the best individual in the population, then check how the fitness of each changes over the distance. If the fitness is increasing with the distance, then the local fitness landscape is like a uni-modal landscape; otherwise, it belongs to a multi-modal landscape. A simple procedure to implement this is given as follows. For a population $(x_1, \cdots, x_\mu)$,

1. Find out the best individual among the population, as shown on Fig. 3.4, mark it with $x_{best}$. Then calculate the distance between each individual $x_i$ ($i = 1, \cdots, \mu$)
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and $x_{\text{best}}$ as follows:

$$d_i = \sqrt{\sum_{j=1}^{n} (x_{ij} - x_{\text{best},j})^2}. \quad (3.2)$$

2. Sort the individuals based on the distance value, as shown on Fig. 3.5, resulting in the following in ascending order:

$$k_1, \ldots, k_{\mu} \quad (3.3)$$

Figure 3.5: Mark the individuals with $k_1, \ldots, k_{\mu}$

Figure 3.6: Sort the individuals based on the calculated distance (multimodal)
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3. Calculate the measure of the individual on the local fitness landscape. Denote the measure value by $\chi$. Assume the value to be 0 initially, then the value will be increased by 1 if $f_{k_{i+1}} \leq f_{k_i}$. That is, the value will be increased if there are more peaks and valleys in local fitness landscape. The value obtained from a local fitness landscape from Fig. 3.6 will be larger than the one based on Fig. 3.7.

4. Since the value got from the previous step are affected by the size of the population, it needs to be normalise as follows:

$$\varphi = \frac{\chi}{\mu}.$$  \hspace{1cm} (3.4)

The second task is based on learning. Given several typical fitness landscapes, calculate the performance of different mixed strategy on these fitness landscapes and find the best mixed strategy for each landscape feature $\varphi$. As local fitness landscape is actual a fuzzy concept, the feature $\varphi$ can be regarded as the roughness of observed fitness landscape.

So far, only two mutation operators are used, i.e., Gaussian and Cauchy mutation, though it can be easily extended to multiple mutation operators. The performance of these two mutation operators is well known [1, 6]; they behave just in an exactly opposite way. Therefore, to determine the mixed strategy $\pi = (\rho(s_{\text{Cauchy}}), \rho(s_{\text{Gaussian}}))$, a straightforward approach is used: The probability of using Cauchy mutation can be
treated to be numerically equal to the feature \( \varphi \). Likewise, the probability of Gaussian mutation equals \((1 - \varphi)\).

\[
\begin{align*}
\rho(s_{\text{Cauchy}}) &= \varphi & \varphi & \in [0, 1]. \\
\rho(s_{\text{Gaussian}}) &= 1 - \varphi
\end{align*}
\]  

(3.5)

Hence, for mixed strategy including only Cauchy and Gaussian mutation, the probability distribution is

\[
\pi = (\varphi, (1 - \varphi)), \quad \varphi \in [0, 1].
\]  

(3.6)

This is reasonable because: if the value of \( \varphi = 0 \), then local fitness landscape is more like a unimodal landscape, thus it is better to use Gaussian mutation only; if the value of \( \varphi = 1 \), then local fitness landscape is very rough, it may be good for applying Cauchy mutation only. As the value of \( \varphi \) increases, the probability of apply Cauchy mutations should be increased.

### 3.3.1.2 Procedure of New Evolutionary Programming

The details of the above mixed strategy evolutionary programming is given as follows:

1. **Initialization**: An initial population is generated consisting of \( \mu \) individuals at random, each of which is represented by two real vectors \( \vec{x}_i^{(0)} \) and \( \vec{\sigma}_i^{(0)} \) (\( i \in \))

![Diagram showing the probability distribution for mixed strategy evolutionary programming.](image)

Figure 3.8: Assign the probability distribution
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Each \( x^{(0)}_i \) is a random point in the search space, and each \( \sigma^{(0)}_i \) is a vector of the coordinate deviations. Both vectors have \( n \) real-valued components: for \( i = 1, \cdots, \mu \).

\[
\begin{align*}
x^{(0)}_i &= (x^{(0)}_i(1), x^{(0)}_i(2), \cdots, x^{(0)}_i(n)) \\
\sigma^{(0)}_i &= (\sigma^{(0)}_i(1), \sigma^{(0)}_i(2), \cdots, \sigma^{(0)}_i(n))
\end{align*}
\]

For all individuals, their mixed strategy is taken to be the same one, i.e. \( \pi = (\rho^{(0)}(1), \rho^{(0)}(2), \cdots, \rho^{(0)}(n)) \) where \( \rho^{(0)}(1), \rho^{(0)}(2) \) represent the probabilities of choosing Gaussian and Cauchy mutation operators respectively. In the experiment, these are set to the same value initially, i.e. 0.5, to make each strategy has an equal opportunity.

2. Mutation: Denote \( t \) to be the generation counter. Each individual \( i \) chooses a mutation operator from its strategy set according to its mixed strategy \( (\rho^{(t)}_i(1), \rho^{(t)}_i(2)) \), and uses this strategy to generate a new offspring.

The operator set includes the following two mutation operators. In each description individual parent \( i \) is written in the form \( (\mathbf{x}^{(t)}_i, \mathbf{\sigma}^{(t)}_i) \). The corresponding offspring \( i' \) is written in the form \( (\mathbf{x}^{(t)}_{i'}, \mathbf{\sigma}^{(t)}_{i'}) \).

**Gaussian mutation:** Each parent \( i \) produces an offspring \( i' \) as follows: for \( j = 1, 2, \cdots, n \)

\[
\begin{align*}
\sigma^{(t)}_{i'}(j) &= \sigma^{(t)}_i(j) \exp \{ \tau_a N(0, 1) + \tau_b N_j(0, 1) \} \\
x^{(t)}_{i'}(j) &= x^{(t)}_i(j) + \sigma^{(t)}_{i'}(j) N_j(0, 1)
\end{align*}
\]  

where \( N(0, 1) \) stands for a standard Gaussian random variable (fixed for a given \( i \)), and \( N_j(0, 1) \) stands for an independent Gaussian random variable generated for each component \( j \). The control parameter values \( \tau_a \) and \( \tau_b \) are chosen as follows:

\[
\begin{align*}
\tau_a &= 1/\sqrt{2\mu} \quad \text{and} \quad \tau_b = 1/\sqrt{2\sqrt{\mu}}.
\end{align*}
\]

**Cauchy Mutation:** Each parent \( i \) generates an offspring \( i' \) as follows: for \( j = 1, 2, \cdots, n \)

\[
\begin{align*}
\sigma^{(t)}_{i'}(j) &= \sigma^{(t)}_i(j) \exp \{ \tau_a N(0, 1) + \tau_b N_j(0, 1) \}, \\
x^{(t)}_{i'}(j) &= x^{(t)}_i(j) + \sigma^{(t)}_{i'}(j) \delta_j
\end{align*}
\]
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where \( \delta_j \) is a standard Cauchy random variable, which is generated anew for each component \( j \). The parameters \( \tau_a \) and \( \tau_b \) are set to the values used in the Gaussian mutation.

After mutation, a total of \( \mu \) new individuals are generated. The offspring population is denoted by \( I'(t) \).

3. **Fitness Evaluation**: Calculate the fitness of individuals in both parent and offspring populations.

4. **q-Tournament Selection**: For every individual \( i \in 1, 2, \cdots, 2\mu \) in the parent and offspring populations, a winning function \( w_i \) is initialized to zero. For each individual \( i \), select another individual \( j \) at random and compare fitness \( f(i) \) with \( f(j) \). If \( f_i < f_j \), then the winning function for individual \( i \) is increased by one \( (w_i = w_i + 1) \). This procedure is performed \( q \) times for each individual. Based on the winning function, \( \mu \) individuals from parent and offspring population with highest winning values are selected in the next generation, denoted by \( I(t + 1) \).

5. **Adjustment of Mixed Strategy**: For each individual \( i \) in population \( I(t + 1) \), its mixed strategy should be adjusted as follows: Given a population \( (x_1, \cdots, x_\mu) \), assume (without losing generality) \( x_1 \) is the best individual in the population. First, calculate the feature value \( \lambda \) of the local fitness landscape given in Eq. (3.4). Then, adjust the mixed strategy \( \rho(s) \) based on the feature value \( \lambda \). Assign the probability of using Cauchy mutation is \( \lambda \).

6. Steps 2-5 are repeated until the stopping criterion is satisfied.

### 3.3.2 Experimental Results and Analysis

The above mixed strategy EP is evaluated on 7 test functions, which were used to test IFEP in [1]. The description of these functions is given in Table 3.1. Among the selection of functions, functions \( f_1 \) and \( f_2 \) are unimodal functions, \( f_3 \) and \( f_4 \) are multimodal functions with many local minima, \( f_5 - f_7 \) multimodal functions with only a few local minima.

The parameter setup in the mixed EP is taken to be the same as those in [1]. Population size \( \mu = 100 \), tournament size \( q = 10 \), and initial standard deviation is taken as \( \sigma = 3.0 \). The stopping criterion is: to stop running at 1500 generations for functions \( f_1 \)
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<table>
<thead>
<tr>
<th>test functions</th>
<th>domain</th>
<th>$f_{\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1 = \sum_{i=1}^{30} x_i^2$</td>
<td>$[-100, 100]^{30}$</td>
<td>0</td>
</tr>
<tr>
<td>$f_2 = \sum_{i=1}^{30}</td>
<td>x_i</td>
<td>+ \prod_{i=1}^{30}</td>
</tr>
<tr>
<td>$f_3 = -20 \exp \left( -0.2 \sqrt{\frac{1}{30} \sum_{i=1}^{30} x_i^2} \right)$</td>
<td>$[-32, 32]^{30}$</td>
<td>0</td>
</tr>
<tr>
<td>$f_4 = \frac{1}{40000} \sum_{i=1}^{30} x_i^2 - \prod_{i=1}^{30} \cos(x_i/\sqrt{i}) + 1$</td>
<td>$[-600, 600]^{30}$</td>
<td>0</td>
</tr>
<tr>
<td>$f_5 = -\sum_{i=1}^{5} \left( \sum_{j=1}^{4} (x_j - a_{ij})^2 + c_i \right)^{-1}$</td>
<td>$[0, 10]^4$</td>
<td>-10.15</td>
</tr>
<tr>
<td>$f_6 = -\sum_{i=1}^{7} \left( \sum_{j=1}^{4} (x_j - a_{ij})^2 + c_i \right)^{-1}$</td>
<td>$[0, 10]^4$</td>
<td>-10.34</td>
</tr>
<tr>
<td>$f_7 = -\sum_{i=1}^{10} \left( \sum_{j=1}^{4} (x_j - a_{ij})^2 + c_i \right)^{-1}$</td>
<td>$[0, 10]^4$</td>
<td>-10.54</td>
</tr>
</tbody>
</table>

Table 3.1: Seven test functions, where the coefficients of $f_5$ – $f_7$ are given in

and $f_3$, 2000 generations for $f_2$ and $f_4$, 100 generations for $f_5$ – $f_7$. The lower-bound used here is $\sigma_{\text{min}} = 10^{-5}$ for all functions except $f_4$. Since $f_4$ has a larger definition domain than the rest, $\sigma_{\text{min}}$ is taken to be a bigger value $10^{-4}$. At the initial step, the mixed strategy distribution is set to $(0.5, 0.5)$. Results for $f_1$ – $f_4$ are averaged over 50 independent runs, and for $f_5$ – $f_7$ over 1000 independent trials.

The performance of EP using a mixed strategy mutation is compared with that of MSEP, IFEP, FEP and CEP, whose results are presented in Table 3.2 and Table 3.3. MSEP [7] is an EP with a mixed mutation strategy in which four different mutation operators are considered and adaptively employed according to a dynamic probabilistic distribution. CEP is an EP using a Gaussian mutation and FEP stands for EP using a Cauchy mutation. In addition, the EP presented in this work which is related to the local fitness landscape is denoted by LMESP.

Table 3.2 lists the results of the mean best fitness generated in benchmark functions, from which it is obvious that LMSEP performs much better than IFEP, FEP and CEP over all test functions except on $f_4$. However, LMSEP still produces a reasonable result at a similar level of precision which reveals that the mixed strategy performs at least as well as a pure strategy. On $f_1$ – $f_3$, it is observed that LMSEP performs better or as well as that of MSEP [7]. It can be seen that, with the use of MSEP, a considerably improved result for $f_4$ can be obtained, which is stated in [7]. The main reason for this is that there are four types of mutation operation applied in the mixed strategy, so that
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>generations</td>
<td>mean best</td>
<td>mean best</td>
<td>mean best</td>
<td>mean best</td>
<td>mean best</td>
</tr>
<tr>
<td>$f_1$</td>
<td>1500</td>
<td>4.964e-5</td>
<td>1.0e-4</td>
<td>4.16e-5</td>
<td>2.3e-3</td>
</tr>
<tr>
<td>$f_2$</td>
<td>2000</td>
<td>1.957e-3</td>
<td>4.1e-4</td>
<td>2.44e-2</td>
<td>8.1e-3</td>
</tr>
<tr>
<td>$f_3$</td>
<td>1500</td>
<td>1.845e-3</td>
<td>1.7e-3</td>
<td>4.83e-3</td>
<td>5.2e-2</td>
</tr>
<tr>
<td>$f_4$</td>
<td>2000</td>
<td>5.479e-2</td>
<td>8.5e-4</td>
<td>4.54e-2</td>
<td>3.9e-2</td>
</tr>
<tr>
<td>$f_5$</td>
<td>100</td>
<td>-9.074</td>
<td>-10.15</td>
<td>-6.49</td>
<td>-4.81</td>
</tr>
<tr>
<td>$f_6$</td>
<td>100</td>
<td>-9.688</td>
<td>-10.4</td>
<td>-7.10</td>
<td>-5.91</td>
</tr>
<tr>
<td>$f_7$</td>
<td>100</td>
<td>-9.719</td>
<td>-10.54</td>
<td>-7.80</td>
<td>-8.73</td>
</tr>
</tbody>
</table>

Table 3.2: Comparison of mean best fitness between LMSP and MEP, IFEP, FEP, CEP

the process of the experiment has a relative higher flexibility than LMSEP presented in this section. Note that the lower bound $\sigma_{\text{min}}$ using in the experiment is also an important factor with respect to these results.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>generations</td>
<td>Std. dev.</td>
<td>Std. dev.</td>
<td>Std. dev.</td>
<td>Std. dev.</td>
</tr>
<tr>
<td>$f_1$</td>
<td>1500</td>
<td>1.43e-5</td>
<td>1.3e-5</td>
<td>2.2e-3</td>
</tr>
<tr>
<td>$f_2$</td>
<td>2000</td>
<td>2.46e-4</td>
<td>2.1e-5</td>
<td>7.7e-4</td>
</tr>
<tr>
<td>$f_3$</td>
<td>1500</td>
<td>1.87e-3</td>
<td>4.3e-4</td>
<td>2.5e-2</td>
</tr>
<tr>
<td>$f_4$</td>
<td>2000</td>
<td>3.48e-3</td>
<td>1.3e-3</td>
<td>2.3e-2</td>
</tr>
<tr>
<td>$f_5$</td>
<td>1000</td>
<td>2.37</td>
<td>5.0e-5</td>
<td>0.18</td>
</tr>
<tr>
<td>$f_6$</td>
<td>1000</td>
<td>1.92</td>
<td>4.7e-6</td>
<td>1.57</td>
</tr>
<tr>
<td>$f_7$</td>
<td>1000</td>
<td>2.26</td>
<td>1.3e-4</td>
<td>0.87</td>
</tr>
</tbody>
</table>

Table 3.3: Comparison of standard deviation between LMESP and MEP, FEP, CEP

The standard deviation of LMSEP whose evaluation is given in Table 3.3 is also compared with those obtained using other approaches. According to the results, LMSEP exhibits a better performance on $f_1 - f_4$ and a similar performance on $f_5 - f_7$ in
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comparison to a pure strategy, namely FEP or CEP. This fact indicates that LMSEP has a more stable performance on unimodal problems, being comparable with a pure strategy and of the same stability on multimodal problems. However, LMSEP does not present a better performance than MSEP. Having been illustrated previously, it is affected by the types of mutation strategy introduced in the experiment. Furthermore, the adjustment of the feature of local fitness landscape is fairly straightforward. The implementation of the parameter, $\lambda$, in this section, can be modified in future research so that a better result can be expected.

3.3.3 Discussion

This section has presented a new evolutionary programming using mixed strategies, LMSEP, to combat the drawbacks of conventional EPs that employ a single mutation operator. Efforts have been made in order to explain why and how LMSEP works, which is characterized by the local fitness landscape using a mixture of different mutation strategies.

The performance of LMSEP is tested on a suite of 7 benchmark functions and compared with previously studied EPs. The experimental results confirmed that the new approach has the ability to perform at least as well as the best of different conventional strategies with single mutations. Furthermore, the tests regarding to standard deviation also demonstrated that LMSEP has a more stable performance, which helps in offering a reasonable results in potential real world applications.

Many aspects remain to be addressed in the future. The experiment will be extended to more types of problem and more complicated functions. A fine adjustment of local fitness landscape remains to be considered. As a compatible satisfactory result can be obtained using MSEP, a better implementation of $\lambda$ parameter may be valuable and lead to more stable performance. Additionally, more mutation operators can be taken into account, (e.g. Lévy mutation). Furthermore, introducing mixed strategies to other types of operator like crossover and selection also forms a interesting piece of future work.
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The above study shows the design of a novel mixed mutation strategy based on local fitness landscapes. Its implementations involves the fluctuation of the proportion for each mutation operator to be applied in every generation. As the performance of Cauchy and Gaussian mutation is well-known (with them simply behaving in an opposite way), the mixed strategy $\pi$ can be determined by Eq. (3.5). However, this implies that an existing mixed strategy corresponding to a certain local fitness landscape has already been determined via human intervention. It also makes the algorithm resistant to the use of any novel mutation operator without sufficient prior knowledge about the problems at hand. In view of this, it is desirable if the mixed strategy $S_\pi$ regarding to the given local fitness landscape $\varphi_x$ can be self-determined and generalized to similar cases.

3.4.1 Implementation of Training Process

The training can be accomplished by introducing a training procedure prior to running the algorithm on target functions. The task of finding the global minimum in numerical function optimization is herein implemented by learning rules based on experience gained from prior performance [118]. In particular, a suite of functions are considered as the training examples. The set of training functions $\{f_1, \cdots, f_\gamma\}$ is chosen to be the representatives of different local fitness landscapes, e.g., unimodal functions, multimodal functions with many local minima, and multimodal functions with only a few local minima.

3.4.1.1 Defining the Feature Value of Local Fitness Landscapes

Features of local fitness landscapes $\varphi$, as well as the corresponding mixed strategy, are required to construct the actual training data. They can be obtained by taking the advantage of the algorithm presented in Section 3.3. Note that, as the algorithm is used to test the entire process of function optimization, it may be performed all along until certain performance criteria are satisfied or the maximum execution time is reached.
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Under normal circumstances, the algorithm will terminate at a plateau state, suggesting it could not find any better result. Also, prior to reaching this state, it usually will have experienced an entire operation region involving a large number of intermediate states. These intermediate states may exhibit a variety of fitness landscapes that may vary in terms of the lapse of time. Hence, if the algorithm runs on a multimodal function, after running a large number of generations, individuals in the population may shrank to a limit region in the vicinity of the global optimal, in favour of similar results. Since differences between them will be considerably small, the underlying local fitness landscape will look like a unimodal.

In order to ensure that all individuals are located uniformly and randomly in the entire domain of training functions, the algorithm is slightly modified. This is achieved by running a relative small number $t_T$ of generations by which the results of each training function are averaged.

According to Eq. (3.4), feature $\varphi$ can be set to a different value $\{\varphi_1, \cdots, \varphi_n\}$, based on a set of training functions $\{f_1, \cdots, f_n\}$. Thus, the probability distribution of the mutation operator is needed. For a mixed strategy involving only Cauchy and Gaussian mutation, it can be calculated using Eq. (3.5). To be consistent with $\varphi$, the probability distribution is also averaged by $t_T$ as follows:

$$
\begin{align*}
\rho(s_{\text{Cauchy}}) &= \frac{t_T}{\sum_{i=1}^{t_T} \varphi_i}, \\
\rho(s_{\text{Gaussian}}) &= \frac{t_T}{\sum_{i=1}^{t_T} 1 - \varphi_i}, \\
\varphi_i &\in [0, 1].
\end{align*}
$$

While $\varphi, \cdots, \varphi_k$ are every single value obtained from every generation among $t_T$ ones.

As $\gamma$ individual functions are chosen to form the training examples, $\gamma$ pairs of features and probability distribution are calculated. The set of features $\{\varphi_1, \cdots, \varphi_\gamma\}$ and probability distributions $\{\rho(s_1), \cdots, \rho(s_L)\}$ have a one-to-one correspondence. It is reasonable to assume that a target probability distribution, given a feature, can be learned from the underlying correspondence by taking advantage of the existing ones, $\{\varphi_1, \cdots, \varphi_\gamma\}$.

In order to implement the learning of the correspondence between feature $\varphi_x$ and the target, $\pi_x$, a distance-based approach is utilized to approximate the best $\pi_x$. All
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training data as well as $\pi_x$ are considered as points in a line in terms of the values of feature $\phi$. Two points with a relatively low distance are regarded as neighbours. Given a target feature $\phi_x$ whose value is in the interval $[0, 1]$, one instance $\phi_a$ among training data $\{\phi_1, \cdots, \phi_T\}$ can be found as its nearest neighbour. Therefore, this approach has an intuitive appealing, treating $\pi_a$ that is associated with $\phi_a$ as the required approximation. The probabilities of each mutation operator in the required $\pi_x$ are

$$\rho_x(s) = \rho_a(s).$$  (3.13)

It is reasonable to adopt Eq. (3.13) when there is only one point in the vicinity of target feature $\pi_x$. However, it is possible that the target feature is given in the location where the distances

$$d(\phi_x, \phi_i) = |\phi_x - \phi_i|.$$  (3.14)

from its two neighbour value generated from training function are nearly the same. Having taken notice of this, the approximation above is modified so that the two nearest neighbours of the target feature (one on each side) are both taken into account. The contribution of each neighbour is weighted according to its distance to the query point $\phi_x$ in order to place a greater weight onto closer neighbours. Denoting the neighbour with a smaller value as $\phi_a$ and the other as $\phi_b$, the relative placement factor is defined by

$$\lambda = \frac{\phi_x - \phi_a}{\phi_b - \phi_a}, \quad \lambda \in [0, 1].$$

The probability of each mutation operator of target $\pi_x$ is then considered as the linear combination of its two neighbours:

$$\rho_x(s) = (1 - \lambda)\rho_a(s) + \lambda \rho_b(s), \quad \lambda \in [0, 1].$$

Note that if the target feature $\phi$ happens to take a value close to 0 or 1, Eq. (3.13) can then be used. In this case, it is obvious that Eq. (3.4.1.1) is not applicable because there is only one existing neighbour.

In summary, the calculation of required $\pi$ is carried out as follows:

**Distance Rule:**
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1. Given a target feature \( \varphi_x \), identify its two nearest points \( \varphi_a \) and \( \varphi_b \) among \( \gamma \) training features.

2. Examine the value of \( \varphi_a \) and that of \( \varphi_b \) relative to \( \varphi_x \). If they are both larger or less than \( \varphi_x \), then target distribution \( \pi \) is generated as stated in Eq. (3.13). Otherwise, Eq. (3.4.1.1) is adopted.

3.4.1.2 Number of Generations for Training Process

When a population of searching individuals are placed uniformly in the entire fitness landscape of a training function, the entire fitness landscape can be considered as a stereotype of certain local fitness landscape, \( \Psi_g \), \( g \in 1, \cdots, \gamma \). It could be of a multimodal, a unimodal, or a combination of multimodal and unimodal. The process will utilise a mixed strategy probability distribution, \( \pi_g \), which is directly relevant to the entire landscape, \( \Psi_g \).

When the population are placed in a certain local fitness landscape similar to the stereotype \( \Psi_g \) in the real test, we can assign a similar mixed strategy \( \pi_g \) to it. Therefore, the only thing we need to know from the training is what \( \Psi_g \) looks like, which means to obtain the value of feature \( \varphi_g \) for the entire fitness landscape.

However, after a large number of generations, the locations of the population will automatically concentrate in a constraint area of the landscape. \( \lambda \) at that stage is no longer directly affected by the entire fitness landscape \( \Psi_g \), but affected by a part of it. Therefore, to generate the required \( \lambda \), the training should be limited to the early stage of the search process.

Moreover, the value can not be too small either. Because of the random distribution of the initial population, the individuals might not be placed uniformly across the entire landscape in the first generation. We need several generations to allow the population traverse across the entire fitness landscape. As a result, the search process for each training function will be run for only 5 generations.

3.4.1.3 Procedure for Training

With the aid of aforementioned training procedure, the mixed strategy can be approximately generated automatically in relation to previously unknown local fitness landscapes. The details of this new mixed strategy-based evolutionary programming algorithm are given as follows:
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![Training Diagram](image)

Figure 3.9: Training - only 5 generations for every function

**Training:** Before applying the mixed strategy, \( \gamma \) functions are employed as training examples so as to generate a set of correspondence between feature \( \varphi \) and probability distribution \( \pi \) of mixed strategy.

**T1: Initialization:** An initial population is generated consisting of \( \mu \) individuals at random, each of which is represented by two real vectors \( \vec{x}_i^{(0)} \) and \( \vec{\sigma}_i^{(0)} \) \((i \in 1, 2, \cdots, \mu)\). Each \( \vec{x}_i^{(0)} \) is a random point in the search space, and each \( \vec{\sigma}_i^{(0)} \) is a vector of the coordinate deviations. Both vectors have \( n \) real-valued components: for \( i = 1, \cdots, \mu \).

\[
\vec{x}_i^{(0)} = (x_i^{(0)}(1), x_i^{(0)}(2), \cdots, x_i^{(0)}(n)) \\
\vec{\sigma}_i^{(0)} = (\sigma_i^{(0)}(1), \sigma_i^{(0)}(2), \cdots, \sigma_i^{(0)}(n))
\]

For all individuals, their mixed strategy is taken to be the same one, i.e. \( \pi = (\rho^{(0)}(1), \rho^{(0)}(2), \cdots) \), where \( \rho^{(0)}(1), \rho^{(0)}(2) \) represent the probabilities of choosing Gaussian and Cauchy mutation operators respectively.
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T2: **Feature Calculation:** For each individual $i$ in the population, the feature of local fitness landscape can be determined as follows: given a population $(x_1, \cdots, x_\mu)$, assume $x_1$, without losing generality, is the best individual in the population. Calculate the feature value $\varphi$ of the local fitness landscape given in Eq. (3.4).

T3: **Adjustment of Mixed Strategy:** Adjust the probability distribution $\pi_m$ based on the feature value $\varphi$ according to Eq. (3.5). Assign $\varphi$ to the probability of using Cauchy mutation, $(1 - \varphi)$ to Gaussian mutation.

T4: **Mutation:** Denote $t$ to be the generation counter. Each individual $i$ chooses a mutation operator from its strategy set according to its mixed strategy $(\rho^{(t)}(1), \rho^{(t)}(2))$, and uses this strategy to generate a new offspring.

The operator set includes the following two mutation operators. In each description individual parent $i$ is written in the form $(\vec{x}^{(t)}_i, \vec{\sigma}^{(t)}_i)$. The corresponding offspring $i'$ is written in the form $(\vec{x}^{(t)}_{i'}, \vec{\sigma}^{(t)}_{i'})$.

**Gaussian mutation:** Each parent $i$ produces an offspring $i'$ as follows: for $j = 1,2,\cdots,n$

$$\sigma^{(t)}_{i'}(j) = \sigma^{(t)}_i(j) \exp\{\tau_a N(0,1) + \tau_b N_j(0,1)\}$$

$$x^{(t)}_{i'}(j) = x^{(t)}_i(j) + \sigma^{(t)}_{i'}(j) N_j(0,1)$$

where $N(0,1)$ stands for a standard Gaussian random variable (fixed for a given $i$), and $N_j(0,1)$ stands for an independent Gaussian random variable generated for each component $j$. The control parameter values $\tau_a$ and $\tau_b$ are chosen as follows:

$$\tau_a = 1/\sqrt{2\mu} \text{ and } \tau_b = 1/\sqrt{2\sqrt{\mu}}.$$

**Cauchy Mutation:** Each parent $i$ generates an offspring $i'$ as follows: for $j = 1,2,\cdots,n$

$$\sigma^{(t)}_{i'}(j) = \sigma^{(t)}_i(j) \exp\{\tau_a N(0,1) + \tau_b N_j(0,1)\},$$

$$x^{(t)}_{i'}(j) = x^{(t)}_i(j) + \sigma^{(t)}_{i'}(j) \delta_j$$

where $\delta_j$ is a standard Cauchy random variable, which is generated for each component $j$. The parameters $\tau_a$ and $\tau_b$ are set to be the values used in the Gaussian mutation.
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After mutation, a total of $\mu$ new individuals are generated. The offspring population is denoted by $I'(t)$.

T5: **Fitness Evaluation:** Calculate the fitness of individuals in both parent and offspring populations.

T6: **$q$-Tournament Selection:** For every individual $i \in 1, 2, \cdots, 2\mu$ in the parent and offspring populations, a winning function $w_i$ is initialized to zero. For each individual $i$, select another individual $j$ at random and compare fitness $f(i)$ with $f(j)$. If $f_i < f_j$, then the winning function for individual $i$ is increased by one ($w_i = w_i + 1$). This procedure is performed $q$ times for each individual. Based on the winning function, $\mu$ individuals from parent and offspring population with highest winning values are selected in the next generation.

T7: **Establishment of Training Dataset:** Steps T2-T6 are repeated for $\gamma$ times which is the stopping criterion of training procedure. Then, $\varphi$ and $\pi_m$ are averaged by following Eq. (3.12). Once this training dataset is established, no such learning procedures are required to be repeated in real test. This is because the testing procedures only require the use of the mixed strategies resulted from this training process. Therefore, the running cost of training procedure is excluded when evaluating the total cost of testing target functions.

### 3.4.1.4 Procedure for Real Test on Target Function

Upon the completion of training, the EP with the proposed mixed strategy can be run on various target functions, utilising the information from the already established training dataset:

P1: The testing procedure involves a general procedure of EP combined with Feature Calculation in preparation for the use of the mixed strategy. Several steps are to be performed in the way that are identical to what is done during the Training Procedure. In particular, the first two steps are identical to T1 and T2.

P2: **Learning Mixed Strategy:** With the knowledge of feature $\varphi_x$, the mixed strategy related to it is then determined as follows: Find two similar features in the training dataset using the distance defined in Eq. (3.4.1.1); Consider their relative positions to $\varphi_x$, the probability distribution of the mixed strategy is then obtained according to **Distance Rule**.
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P3: After this, the steps are also the same to the corresponding ones (T4-T6) of the training procedure.

P4: Steps P1-P2 are repeated until the stopping criterion is satisfied.

3.4.2 Experimental Results and Analysis

For the purpose of validating the effectiveness of proposed mixed strategy based on local fitness landscape, 23 functions which were used to test FEP in [1] are employed as the training examples. The description of these functions is provided in Table 3.4. They are divided into 3 classes: functions $f_1 - f_7$ are unimodal functions, functions $f_8 - f_{13}$ are multimodal functions with many local minima, and functions $f_{14} - f_{23}$ are multimodal functions with only a few local minima. The parameter setup in the mixed EP is taken to be the same as those in [1]. Population size $\mu = 100$, tournament size $q = 10$, and initial standard deviation is taken as $\sigma = 3.0$. The lower-bound used for them is $\sigma_{\text{min}} = 10^{-5}$ for all functions except $f_8$ and $f_{11}$. Since $f_8$ and $f_{11}$ have larger definition domains than the rest, $\sigma_{\text{min}}$ is taken to be a bigger value $10^{-4}$.

To conduct the process of training, some of the functions are chosen as training samples which should consist of all the three types of functions. In this work, functions $f_3, f_5, f_8, f_{13}, f_{14}, f_{17}$ and $f_{20}$ are chosen as representatives of three classes. The generations $t_T$ of training functions are limited to 5. These 7 training functions are coloured in grey background in Table 3.4.

All the other functions are used as actual testing functions. The stopping criterion is: to stop running at 1500 generations for functions $f_1, f_6, f_{10}$ and $f_{12}$, 2000 generations for $f_2$ and $f_{11}$, 5000 generations for $f_4$ and $f_9$, 4000 generations for $f_{15}$. The rest will run 100 iterations. The lower-bound used for them is $\sigma_{\text{min}} = 10^{-5}$ for all functions except $f_4$. Results for $f_1 - f_{15}$ are averaged over 50 independent runs, and for $f_{16} - f_{23}$ over 1000 independent trials.

The performance of EP using a mixed strategy mutation is compared with that of MSEP, SPMEP, LEP, FEP and CEP, whose results are presented in Table 3.6 and Table 3.7. For simplicity, the algorithm proposed in this work (which is related to the local fitness landscape) is named LMSEP hereafter. MSEP [7] is an EP with a mixed mutation strategy in which different mutation operators are considered and adaptively employed.
Table 3.4: 23 Functions used for experiments (Part 1).

<table>
<thead>
<tr>
<th>Test functions</th>
<th>$n$</th>
<th>Domain</th>
<th>$f_{\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1 = \sum_{i=1}^{30} x_i^2$</td>
<td>30</td>
<td>$[-100, 100]^n$</td>
<td>0</td>
</tr>
<tr>
<td>$f_2 = \sum_{i=1}^{30}</td>
<td>x_i</td>
<td>+ \prod_{i=1}^{30}</td>
<td>x_i</td>
</tr>
<tr>
<td>$f_3 = \sum_{i=1}^{30} \left(\sum_{j=1}^{i} x_j\right)^2$</td>
<td>30</td>
<td>$[-100, 100]^n$</td>
<td>0</td>
</tr>
<tr>
<td>$f_4 = \max {</td>
<td>x_i</td>
<td>, 1 \leq i \leq n }$</td>
<td>30</td>
</tr>
<tr>
<td>$f_5 = \sum_{i=1}^{29} \left[100(x_{i+1} - x_i^2)^2 + (x_i - 1)^2\right]$</td>
<td>30</td>
<td>$[-30, 30]^n$</td>
<td>0</td>
</tr>
<tr>
<td>$f_6 = \sum_{i=1}^{30} (</td>
<td>x_i + 0.5</td>
<td>)^2$</td>
<td>30</td>
</tr>
<tr>
<td>$f_7 = \sum_{i=1}^{30} i x_i^4 + \text{random}(0, 1)$</td>
<td>30</td>
<td>$[-1.28, 1.28]^n$</td>
<td>0</td>
</tr>
<tr>
<td>$f_8 = -\sum_{i=1}^{30} \left(x_i \sin(\sqrt{</td>
<td>x_i</td>
<td>})\right)$</td>
<td>30</td>
</tr>
<tr>
<td>$f_9 = \sum_{i=1}^{30} \left</td>
<td>x_i^2 - 10 \cos(2\pi x_i) + 10\right</td>
<td>$</td>
<td>30</td>
</tr>
<tr>
<td>$f_{10} = -20 \exp \left(-0.2 \sqrt{\frac{1}{30} \sum_{i=1}^{30} x_i^2}\right) - \exp \left(\frac{1}{30} \sum_{i=1}^{30} \cos(2\pi x_i)\right) + 20 + e$</td>
<td>30</td>
<td>$[-32, 32]^n$</td>
<td>0</td>
</tr>
<tr>
<td>$f_{11} = \frac{1}{4000} \sum_{i=1}^{30} x_i^2 - \prod_{i=1}^{30} \cos\left(\frac{x_i}{\sqrt{i}}\right) + 1$</td>
<td>30</td>
<td>$[-600, 600]^n$</td>
<td>0</td>
</tr>
<tr>
<td>$f_{12} = \frac{\pi}{30} \left{10 \sin^2(\pi y_1) + \sum_{i=1}^{29} (y_i - 1)^2 \left[1 + 10 \sin^2(\pi y_{i+1})\right] + (y_n - 1)^2\right} + \sum_{i=1}^{30} u(x_i, 10, 100, 4), \quad y_i = 1 + \frac{1}{4}(x_i + 1)$</td>
<td>30</td>
<td>$[-50, 50]^n$</td>
<td>0</td>
</tr>
<tr>
<td>$f_{13} = 0.1 \left{10 \sin^2(3\pi x_i) + \sum_{i=1}^{29} (x_i - 1)^2 \left[1 + \sin^2(3\pi x_{i+1})\right] + (x_n - 1)^2 \left[1 + \sin^2(2\pi x_{30})\right] + \sum_{i=1}^{30} u(x_i, 5, 100, 4)\right}$</td>
<td>30</td>
<td>$[-50, 50]^n$</td>
<td>0</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Table 3.5: 23 Functions used for experiments (Part 2)</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Test functions</th>
<th>Domain</th>
<th>$f_{\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_4 = \frac{1}{500} + \left[ \sum_{j=1}^{10} a_{ij} \right]^{-1}$</td>
<td>$[-6.55, 6.5536]^n$</td>
<td>0.998</td>
</tr>
<tr>
<td>$f_{15} = \left[ \frac{1}{\prod_{j=1}^{10} a_{ij} + 0.5} \right]^{-1}$</td>
<td>$[-5.5]^n$</td>
<td>0.0003075</td>
</tr>
<tr>
<td>$f_{16} = 4x_1^2 + 2.1x_4^4 + \sum_{i=1}^{3} x_i^4 + 10\left(1 - \frac{x_i^2}{\pi^2}\right)$</td>
<td>$[-5.10] \times [0, 1.5]$</td>
<td>-1.0316285</td>
</tr>
<tr>
<td>$f_{17} = \left(1 + (x_1 + x_2 + 1)^2 \times (18 - 32x_1 + 2x_1^2 - 14x_2 - 48x_2^2 + 36x_1x_2 + 27x_2^2) \right)^{-1}$</td>
<td>$[0, 1]^n$</td>
<td>-3.86</td>
</tr>
<tr>
<td>$f_{18} = \left(\sum_{j=1}^{10} a_{ij} \right) \exp \left[ -\sum_{j=1}^{10} \left( a_{ij} (x_j - p_{ij}) \right)^2 \right]$</td>
<td>$[0, 10]^n$</td>
<td>-10.15</td>
</tr>
<tr>
<td>$f_{19} = \left(\sum_{j=1}^{10} a_{ij} \right) \exp \left[ -\sum_{j=1}^{10} \left( a_{ij} (x_j - p_{ij}) \right)^2 \right]^{-1}$</td>
<td>$[0, 10]^n$</td>
<td>-10.34</td>
</tr>
<tr>
<td>$f_{20} = \left(\sum_{j=1}^{10} a_{ij} \right) \exp \left[ -\sum_{j=1}^{10} \left( a_{ij} (x_j - p_{ij}) \right)^2 \right]^{-1}$</td>
<td>$[0, 10]^n$</td>
<td>-10.54</td>
</tr>
</tbody>
</table>
### Table 3.6: Comparison of mean best fitness between LMSEP and MSEP, LEP, FEP, CEP

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>f₁</td>
<td>1500</td>
<td>3.803e-5</td>
<td>6.209e-5</td>
<td>3.048e-2</td>
<td>5.72e-4</td>
</tr>
<tr>
<td>f₂</td>
<td>2000</td>
<td>1.556e-3</td>
<td>8.226e-2</td>
<td>1.232e-2</td>
<td>7.60e-2</td>
</tr>
<tr>
<td>f₄</td>
<td>5000</td>
<td>0.767</td>
<td>0.629</td>
<td>1.053e-3</td>
<td>0.3</td>
</tr>
<tr>
<td>f₆</td>
<td>1500</td>
<td>0</td>
<td>43.8</td>
<td>0</td>
<td>577.76</td>
</tr>
<tr>
<td>f₇</td>
<td>3000</td>
<td>3.514e-2</td>
<td>3.56e-2</td>
<td>9.197e-3</td>
<td>7.6e-3</td>
</tr>
<tr>
<td>f₉</td>
<td>5000</td>
<td>61.39</td>
<td>63.44</td>
<td>42.064</td>
<td>4.6e-2</td>
</tr>
<tr>
<td>f₁₀</td>
<td>1500</td>
<td>1.956e-3</td>
<td>6.498</td>
<td>1.797e-1</td>
<td>1.76e-2</td>
</tr>
<tr>
<td>f₁₁</td>
<td>2000</td>
<td>5.0e-2</td>
<td>7.768e-2</td>
<td>5.5e-2</td>
<td>2.49e-2</td>
</tr>
<tr>
<td>f₁₂</td>
<td>1500</td>
<td>1.282</td>
<td>9.36e-1</td>
<td>1.3e-2</td>
<td>9.2e-6</td>
</tr>
<tr>
<td>f₁₅</td>
<td>4000</td>
<td>2.247e-4</td>
<td>3.077e-4</td>
<td>4.5e-4</td>
<td>1.8e-2</td>
</tr>
<tr>
<td>f₁₆</td>
<td>100</td>
<td>-1.0316</td>
<td>-1.0316</td>
<td>-1.029</td>
<td>-1.03</td>
</tr>
<tr>
<td>f₁₈</td>
<td>100</td>
<td>3</td>
<td>3</td>
<td>3.19</td>
<td>3</td>
</tr>
<tr>
<td>f₁₉</td>
<td>100</td>
<td>-3.863</td>
<td>-3.863</td>
<td>-3.863</td>
<td>-3.86</td>
</tr>
<tr>
<td>f₂₁</td>
<td>100</td>
<td>-8.744</td>
<td>-8.62</td>
<td>-7.84</td>
<td>-5.50</td>
</tr>
<tr>
<td>f₂₂</td>
<td>100</td>
<td>-9.585</td>
<td>-9.37</td>
<td>-9.68</td>
<td>-5.73</td>
</tr>
<tr>
<td>f₂₃</td>
<td>100</td>
<td>-9.483</td>
<td>-9.63</td>
<td>-9.70</td>
<td>-6.41</td>
</tr>
</tbody>
</table>
Table 3.7: Comparison of standard deviation between LMESP and MSEP, LEP, FEP, CEP

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>f₁</td>
<td>1500</td>
<td>7.971e-5</td>
<td>1.607e-4</td>
<td>6.043e-3</td>
<td>1.3e-4</td>
</tr>
<tr>
<td>f₂</td>
<td>2000</td>
<td>9.37e-4</td>
<td>4.346e-1</td>
<td>3.136e-3</td>
<td>7.7e-4</td>
</tr>
<tr>
<td>f₄</td>
<td>5000</td>
<td>1.09</td>
<td>1</td>
<td>2.059e-4</td>
<td>0.3</td>
</tr>
<tr>
<td>f₆</td>
<td>1500</td>
<td>0</td>
<td>126</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>f₇</td>
<td>3000</td>
<td>1.854e-2</td>
<td>1.744e-2</td>
<td>2.486e-3</td>
<td>2.6e-3</td>
</tr>
<tr>
<td>f₉</td>
<td>5000</td>
<td>13.18</td>
<td>13.8</td>
<td>15.127</td>
<td>4.6e-2</td>
</tr>
<tr>
<td>f₁₀</td>
<td>1500</td>
<td>1.762e-3</td>
<td>2.485</td>
<td>2.813e-2</td>
<td>2.1e-3</td>
</tr>
<tr>
<td>f₁₁</td>
<td>2000</td>
<td>4.843e-2</td>
<td>11.198</td>
<td>1.114e-2</td>
<td>1.8e-2</td>
</tr>
<tr>
<td>f₁₂</td>
<td>1500</td>
<td>2.065</td>
<td>2.46e-2</td>
<td>5.7e-5</td>
<td>3.6e-6</td>
</tr>
<tr>
<td>f₁₅</td>
<td>4000</td>
<td>1.885e-4</td>
<td>1.090e-6</td>
<td>1.5e-4</td>
<td>1.8e-2</td>
</tr>
<tr>
<td>f₁₆</td>
<td>100</td>
<td>4.817e-9</td>
<td>3.417e-8</td>
<td>3.247e-3</td>
<td>4.9e-7</td>
</tr>
<tr>
<td>f₁₈</td>
<td>100</td>
<td>4.431e-8</td>
<td>0</td>
<td>2.183e-1</td>
<td>0.11</td>
</tr>
<tr>
<td>f₁₉</td>
<td>100</td>
<td>7.22e-8</td>
<td>4.568e-7</td>
<td>1.19e-4</td>
<td>1.4e-5</td>
</tr>
<tr>
<td>f₂₁</td>
<td>100</td>
<td>2.744</td>
<td>2.59</td>
<td>2.934</td>
<td>1.59</td>
</tr>
<tr>
<td>f₂₂</td>
<td>100</td>
<td>2.136</td>
<td>2.32</td>
<td>1.959</td>
<td>2.12</td>
</tr>
<tr>
<td>f₂₃</td>
<td>100</td>
<td>2.466</td>
<td>2.38</td>
<td>2.284</td>
<td>3.14</td>
</tr>
</tbody>
</table>

according to a dynamic probabilistic distribution. CEP is an EP using a Gaussian mutation and FEP stands for EP using a Cauchy mutation which then is extended to LEP.

Table 3.6 lists the results of the mean best fitness generated in benchmark functions, from which it is observed that LMSEP produces a reasonable result at a similar level of precision which reveals that the mixed strategy performs at least as well as a pure strategy. However, it can be seen that, with the use of LEP or FEP, a considerably improved result for $f₄$, $f₇$, $f₉$ and $f₁₂$ can be obtained. By exploring the mutation mechanism of LEP and FEP, the main reason can be considered as the relative higher flexibility of LEP and FEP than that of LMSEP. As the feature and mixed strategy is one-to-one correspondence in LMSEP, the update of mixed strategy would be stopped in certain generation once there is no improvement to the feature of local fitness landscape. As a result, the ability of producing large step jump is reduced at the later stage of the search [1]. It would be potentially favourable to assign a parameter, expressed as percentage, to let the process have a limit flexibility which is not in compliance with the one-to-one correspondence.
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Figure 3.10: Comparison between LMSEP and MSEP.
3.5 Summary

Fig. 3.10 provides a graphical comparison of average values of population found by two mixed strategies, LMSEP and MSEP, over 50 runs, where both algorithms employ two types of mutation operator, namely Gaussian mutation and Cauchy mutation. Two benchmark functions, \( f_1, f_{11} \) and \( f_{22} \), are tested here. It is clear that LMSEP can search further on \( f_1 \) and \( f_{22} \) while MSEP can not find relative improved results. For \( f_{11} \), LMSEP displays a faster convergence rate than MSEP. LMSEP quickly reaches approximately 1 in around 1000 generations. After that, MSEP exhibits a substantial descent and overtakes LMSEP. However finally, both algorithms reach approximately same result around 1700 generations. Take all cases into account, the curves of process suggest a more efficient progress is introduced by LMSEP.

The standard deviation of LMSEP whose evaluation is given in Table 3.7 is also compared with those obtained using other approaches. According to the results, LMSEP exhibits similar performances on most functions except \( f_4, f_7, f_9 \) and \( f_{12} \). This fact indicates that LMSEP has at least the same stability with a single pure strategy. However, LMSEP does not present a better performance on some function to which LEP and FEP are nicely applied. It suggests that the search of mixed strategy is sometimes not able to focus on the position where the global minimum is situated. It means the adjustment of the feature of local fitness landscape, the implementation of \( \varphi \) in this work, remains to be carefully modified in future research so that a better result can be expected.

3.5 Summary

This chapter has presented a new EP, LMSEP, which is characterized by the local fitness landscape using a mixture of different mutation strategies. The approach addresses the drawbacks of conventional EPs that employ a single mutation operator. In addition, a training procedure has been given to promote LMSEP in an efficient and intelligent way, by introducing a self-learning algorithm.

The performance of LMSEP is firstly trained on 7 functions and then tested on a suite of 16 benchmark functions, in comparison with previously studied EPs. The experimental evaluation indicates that the new approach has the ability to produce relatively more acceptable results. The tests regarding the standard deviation also demonstrate that LMSEP has a more robust performance.
Although the training procedure leads to a fast performance, it may occasionally miss certain regions that should be checked for. To address this issue, a fine adjustment of training procedure remains an active research. For instance, a backward jump procedure may be potentially employed. As a compatible satisfactory result can be obtained using FEP and LEP, a better implementation of the $\phi$ parameter may be useful. Additionally, more mutation operators can be taken into account, (e.g. Lévy mutation). Finally, introducing mixed strategies to other types of operator like crossover and selection also forms an interesting piece of future work.
Chapter 4

Mixed Strategy based on Game Theory with Incomplete Information

In the previous chapter, the newly developed algorithm is primarily constructed with an effective analysis into the local fitness landscape. In addition, there are some different ways to design an algorithm which combines different mutation operators. One of them which is presented in this chapter is a modified mixed strategy (IMEP) involving a process with incomplete information. It will provide a possible comparison to the one using local fitness landscape.

4.1 Mixed Strategy Using Game Theory with Incomplete Information

Progress has recently been made in an effort to adjust mutation strategies [6, 7, 116, 119]. In previous studies [7, 9], the design of a mixed strategy mainly utilizes the payoff of each operator (i.e. an operator which produces a higher fitness will receive a better payoff). The payoffs to each individual and the history of the running process are fully known to each individual. This chapter, in contrast, proposes a novel mixed strategy that the payoff to each mutation is uncertain or not precisely determined beforehand.

A mixed strategy based on payoff is proposed in this chapter. Remind of the probability distribution \((\rho(s_1), \cdots, \rho(s_L))\) which maximizes the drift towards the global optima, i.e.,
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\[
\max_{\pi} \{d(\bar{x}(t), \bar{y}); \bar{y} \in S_{\min}\}.
\]

At every generation, a real number \( u_i \) is assigned to individual \( i \) in terms of the result of fitness evaluation. It is called the associated payoff to individual \( i \). The probability distribution of strategy \( \pi \) is updated according to the combined payoff function \( u \) which is assigned to each mutation operator \( s \) and denoted by a vector \( u(s) \). Previous approaches [6],[7], in general, mainly discuss a process of complete information, where the vector \( u(s) = (u_1, \cdots, u_L) \) and the payoff function are known to all mutation operators at every generation. That is, the payoff function is explicitly determined by the performances of different mutation operators.

Given a simultaneous-move process of incomplete information, where only part of the payoff function assigned to each mutation operator is known, thus it is impossible to construct the required full payoff functions. Therefore, the payoff function assigned to strategy \( i \) is not denoted by a simple vector but by \( u_i = (s_1, \cdots, s_L; p_i) \), where \( p_i \) is named strategy \( i \)'s type and belongs to a set of possible types \( P_i \). Each type \( p_i \) corresponds to a different payoff function that strategy \( i \) might have. This idea represents the...
possibility that each strategy can be updated in more than one direction corresponding to its different types of payoff functions.

In light of this, a dynamic modification of updating the probability distribution of the mixed strategy can be generated. Suppose that in the process with incomplete information, strategy $i$’s payoff function is no longer entirely known to others. In addition to existing well known factors, e.g. the jump distance produced by each mutation operator, crossover points and mutation probability, there may be a certain interfering element whose detailed information is unknown, such that function $u_i$ is replaced by $F(u_i)$, where $F(u_i)$ is a small but implicitly modification of of $u_i$. Thus, the major task is to design a reasonable representation of $F(u_i)$.

Inspired by this observation, an Incomplete Information Factor (IIF) $p$ is introduced to represent the unknown factor. Given such a $p$ the deviation between $F(u_i)$ and $u_i$ should not be too large such that they overwhelm the entire algorithm. The construction of $p$ and in turn the construction of $F(u_i)$ in this chapter is based on a uniform distribution on $[0, \gamma]$. A simple procedure to adjust the mixed strategy is given as follows.

Figure 4.2: Consider the impact of history strategy
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For a population \((x_1, \ldots, x_\mu)\),

1. Calculate the maximum jump distance an individual makes once a mutation process is applied successfully to it. Denote the parent individual by \(x_i^{(t)}\) and the offspring by \(x_i^{(t+1)}\).

\[
d(x)_i^{(t+1)} = \begin{cases} \max_{1 \leq j \leq n} |x_{ij}^{(t+1)} - x_{ij}^{(t)}|, \\ 0, \end{cases}
\]

where the first function is taken if \(f(x^{(t+1)}) < f(x^{(t)})\); otherwise, zero is taken. Based on the resulting distance value, the maximum jump distance induced by strategy \(s_1\) is generated as follows:

\[
d(s_1)^{(t+1)} = \max_i x_i^{(t+1)},
\]

where \(x_i^{(t+1)}\) is an individual whose strategy is \(s_1\).

2. Consider the impact of history strategy which determine how much the previous movement will kept in memory to affect the payoff function.

\[
d(s_1)^{(t+1)} = \begin{cases} d(s_1)^{(t+1)}, & \text{if } d(s_1)^{(t+1)} \geq \alpha \cdot d(s_1)^{(t)}, \\ \alpha \cdot d(s_1)^{(t)}, & \text{otherwise}. \end{cases}
\]

3. Define the original payoff function \(u_i\). Since there are only two mutation operators employed in this chapter, namely Gaussian mutation \(s_1\) and Cauchy mutation \(s_2\). \(u_1\) and \(u_2\) are determined by

\[
\begin{align*}
u_1(s_1, s_2) &= \frac{d(s_1)}{d(s_2)}, \\
u_2(s_1, s_2) &= \frac{d(s_2)}{d(s_1)}.
\end{align*}
\]

Introduce a controlling parameter \(\beta\) to avoid the case that \(u_1\) or \(u_2\) reaches zero, such that

\[
u_1(s_1, s_2) = \begin{cases} \beta, & \text{if } \frac{d(s_1)}{d(s_2)} \leq \beta, \\ \frac{1}{\beta}, & \text{if } \frac{d(s_1)}{d(s_2)} \geq 1/\beta, \\ \frac{d(s_1)}{d(s_2)}, & \text{otherwise}. \end{cases}
\]
4. Construct the revised version of the payoff functions by introducing a uniform distribution. Currently, two methods of designing and applying the IIF have been taken into account: (1) substitute \( u_i \) with \( p_a \cdot u_i \); (2) set \( u_i \) to be \( u_i + p_b \), where \( p_a \) and \( p_b \) are independent draws from a uniform distribution on \([0, \gamma]\). As in a process involving incomplete information, \( p_a \) and \( p_b \) together form a possible type set \( P_i \) for strategy \( i \).

5. For a mixed strategy consisting only of two mutation operators \( S = \{s_1, s_2\} \), the algorithm for updating the probability distribution \( \pi(\rho(s_1), \cdots, \rho(s_L)) \) can now be established, employing a proportion of its own payoff among the total payoff as follows:

\[
\rho_i(s) = \frac{F(u_i)}{F(u_1) + F(u_2)}
\]

\[
= \begin{cases} 
  p_a \cdot u_1(s_1, s_2) \\
  p_a \cdot u_1(s_1, s_2) + p_a \cdot u_2(s_1, s_2) \\
  u_1(s_1, s_2) + p_b \\
  [u_1(s_1, s_2) + p_b] + [u_2(s_1, s_2) + p_b]
\end{cases}
\]

where every \( p_a \) and \( p_b \) are randomly generated within \([0, \gamma]\). It means that the three \( p_a \) in the function are unlikely to take the same value.

The details of the above mixed strategy evolutionary programming is given as follows:

1. **Initialization:** An initial population is generated consisting of \( \mu \) individuals at random, each of which is represented by two real vectors \( \vec{x}_i^{(0)} \) and \( \vec{\sigma}_i^{(0)} \) \((i \in 1, 2, \cdots, \mu)\). Each \( \vec{x}_i^{(0)} \) is a random point in the search space, and each \( \vec{\sigma}_i^{(0)} \) is a vector of the coordinate deviations. Both vectors have \( n \) real-valued components: for \( i = 1, \cdots, \mu \).

\[
\vec{x}_i^{(0)} = (x_i^{(0)}(1), x_i^{(0)}(2), \cdots, x_i^{(0)}(n))
\]

\[
\vec{\sigma}_i^{(0)} = (\sigma_i^{(0)}(1), \sigma_i^{(0)}(2), \cdots, \sigma_i^{(0)}(n))
\]

For all individuals, their mixed strategy is taken to be the same one, i.e. \( \pi = (\rho^{(0)}(1), \rho^{(0)}(2), \cdots) \), where \( \rho^{(0)}(1), \rho^{(0)}(2) \) represent the probabilities of choosing Gaussian and Cauchy mutation operators respectively. In the experiment, these are set to the same value initially i.e. 0.5.
2. **Mutation**: Denote $t$ to be the generation counter. Each individual $i$ chooses a mutation operator from its strategy set according to its mixed strategy $(\rho^{(t)}(1), \rho^{(t)}(2))$, and uses this strategy to generate a new offspring.

The operator set includes the following two mutation operators. In each description individual parent $i$ is written in the form $(\vec{x}^{(t)}(i), \vec{\sigma}^{(t)}(i))$. The corresponding offspring $i'$ is written in the form $(\vec{x}^{(t)}(i'), \vec{\sigma}^{(t)}(i'))$.

**Gaussian mutation**: Each parent $i$ produces an offspring $i'$ as follows: for $j = 1, 2, \cdots, n$

$$\sigma^{(t)}_i(j) = \sigma^{(t)}_i(j) \exp\{\tau_a N(0, 1) + \tau_b N_j(0, 1)\}$$

$$x^{(t)}_i(j) = x^{(t)}_i(j) + \sigma^{(t)}_i(j) N_j(0, 1)$$

where $N(0, 1)$ stands for a standard Gaussian random variable (fixed for a given $i$), and $N_j(0, 1)$ stands for an independent Gaussian random variable generated for each component $j$. The control parameter values $\tau_a$ and $\tau_b$ are chosen as follows:

$$\tau_a = 1/\sqrt{2\mu} \quad \text{and} \quad \tau_b = 1/\sqrt{2\sqrt{\mu}}.$$

**Cauchy Mutation**: Each parent $i$ generates an offspring $i'$ as follows: for $j = 1, 2, \cdots, n$

$$\sigma^{(t)}_i(j) = \sigma^{(t)}_i(j) \exp\{\tau_a N(0, 1) + \tau_b N_j(0, 1)\},$$

$$x^{(t)}_i(j) = x^{(t)}_i(j) + \sigma^{(t)}_i(j) \delta_j$$

where $\delta_j$ is a standard Cauchy random variable, which is generated anew for each component $j$. The parameters $\tau_a$ and $\tau_b$ are set to the values used in the Gaussian mutation.

After mutation, a total of $\mu$ new individuals are generated. The offspring population is denoted by $I'(t)$.

3. **Fitness Evaluation**: Calculate the fitness of individuals in both parent and offspring populations.

4. **$q$-Tournament Selection**: For every individual $i \in 1, 2, \cdots, 2\mu$ in the parent and offspring populations, a winning function $w_i$ is initialized to zero. For each individual $i$, select another individual $j$ at random and compare fitness $f(i)$ with
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If \( f_i < f_j \), then the winning function for individual \( i \) is increased by one \((w_i = w_i + 1)\). This procedure is performed \( q \) times for each individual. Based on the winning function, \( \mu \) individuals from parent and offspring population with highest winning values are selected in the next generation, denoted by \( I(t+1) \).

5. **Adjustment of Mixed Strategy:** For each individual \( i \) in population \( I(t+1) \), its mixed strategy should be adjusted as follows: Given a population \( (x_1, \cdots, x_\mu) \), first, identify the largest jump distance produced by a mutation operator (Gaussian mutation and Cauchy mutation in this chapter). Then, apply the history parameter \( \alpha \) and calculate the original payoff \( u_i \). Afterwards, apply the IIF \( p \) to \( u_i \) to generate the final payoff. Based on it, the probability of mutation strategy \( i \) of next generation is established.

6. Steps 2-5 are repeated until given stopping criterion is satisfied.

4.2 Experimental Results and Analysis

The above mixed strategy EP (IMEP) is evaluated on 7 test functions, which were used to test IFEP in [1]. The description of these functions is given in Table 4.1. Among them, functions \( f_1 \) and \( f_2 \) are unimodal functions, and \( f_3 \) and \( f_4 \) are multimodal functions with many local minima. \( f_5 - f_7 \) multimodal functions with only a few local minima.

Parameters \( \alpha \) in Eq. (3) and \( \beta \) in Eq. (3) are set to 0.9 and 0.05 respectively. Other parameter values in the mixed EP are taken to be the same as those in [1]. Population size \( \mu = 100 \), tournament size \( q = 10 \), and initial standard deviation is set to \( \sigma = 3.0 \). The stopping criterion is: to stop running at 1500 generations for functions \( f_1 \) and \( f_3 \), 2000 generations for \( f_2 \) and \( f_4 \), 100 generations for \( f_5 - f_7 \). The lower-bound used in this chapter is \( \sigma_{min} = 10^{-5} \) for all functions except \( f_4 \). Since \( f_4 \) has a larger definition domain than the rest, \( \sigma_{min} \) is taken to be a bigger value \( 10^{-4} \). At the initial step, the mixed strategy distribution is set to \((0.5, 0.5)\). Results for \( f_1 - f_4 \) are averaged over 50 independent runs, and for \( f_5 - f_7 \) over 1000 independent trials.

The performance of IMEP is compared with that of MEP, MSEP, LEP, FEP and CEP, whose results are presented in Table 4.2 and Table 4.3. MEP [6] is the original algorithm of IMEP, which is inspired from the game with complete information in game
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Test functions domain $f_{\min}$

<table>
<thead>
<tr>
<th>Function</th>
<th>Expression</th>
<th>Domain</th>
<th>$f_{\min}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>$\sum_{i=1}^{30} x_i^2$</td>
<td>$[-100, 100]^{30}$</td>
<td>0</td>
</tr>
<tr>
<td>$f_2$</td>
<td>$\sum_{i=1}^{30}</td>
<td>x_i</td>
<td>+ \prod_{i=1}^{30}</td>
</tr>
<tr>
<td>$f_3$</td>
<td>$-20 \exp \left(-0.2 \sqrt{\frac{1}{30} \sum_{i=1}^{30} x_i^2}\right) - \exp \left(\frac{1}{30} \sum_{i=1}^{30} \cos(2\pi x_i)\right) + 20 + e$</td>
<td>$[-32, 32]^{30}$</td>
<td>0</td>
</tr>
<tr>
<td>$f_4$</td>
<td>$\frac{1}{4000} \sum_{i=1}^{30} x_i^2 - \prod_{i=1}^{30} \cos(x_i/\sqrt{i}) + 1$</td>
<td>$[-600, 600]^{30}$</td>
<td>0</td>
</tr>
<tr>
<td>$f_5$</td>
<td>$-\sum_{i=1}^{5} \left(\sum_{j=1}^{4} (x_j - a_{ij})^2 + c_i\right)^{-1}$</td>
<td>$[0, 10]^4$</td>
<td>-10.15</td>
</tr>
<tr>
<td>$f_6$</td>
<td>$-\sum_{i=1}^{7} \left(\sum_{j=1}^{4} (x_j - a_{ij})^2 + c_i\right)^{-1}$</td>
<td>$[0, 10]^4$</td>
<td>-10.34</td>
</tr>
<tr>
<td>$f_7$</td>
<td>$-\sum_{i=1}^{10} \left(\sum_{j=1}^{4} (x_j - a_{ij})^2 + c_i\right)^{-1}$</td>
<td>$[0, 10]^4$</td>
<td>-10.54</td>
</tr>
</tbody>
</table>

Table 4.1: Seven test functions, where the coefficients of $f_5$ – $f_7$ are given in [1].

theory. MSEP [7] is an EP with a mixed mutation strategy in which four different mutation operators are considered and adaptively employed according to a dynamic probabilistic distribution. CEP and FEP are two pure strategy EP using a Gaussian mutation and a Cauchy mutation respectively.

Table 4.2 lists the results of the mean best fitness generated in benchmark functions, from which it is obvious that IMEP performs much better than three pure strategies, LEP, FEP and CEP, over all test functions except $f_3$. However, IMEP still produces a reasonable result at a similar level of precision which reveals that the mixed strategy performs at least as well as a pure strategy. The reason is that a mixed strategy algorithm has much higher flexibility in searching the solution space. However, when comparing with other mixed strategy algorithms, MSEP, IMEP does not present a better result. The main reason for this is that there are four types of mutation operation applied in the mixed strategy, so that the process of the experiment has a relative higher flexibility than IMEP presented in this chapter. Note that the lower bound $\sigma_{\min}$ used in the experiment is also an important factor with respect to these results.

The standard deviation of IMEP whose evaluation is given in Table 4.3, is also compared with those obtained using other approaches. According to the results, IMEP
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>1500</td>
<td>3.887e-5</td>
<td>1.487e-5</td>
<td>9.151e-6</td>
<td>1.0e-4</td>
<td>3.048e-2</td>
<td>2.3e-3</td>
<td>5.2e-4</td>
</tr>
<tr>
<td>$f_2$</td>
<td>2000</td>
<td>2.030e-3</td>
<td>2.681e-3</td>
<td>1.269e-3</td>
<td>4.1e-4</td>
<td>1.232e-2</td>
<td>8.1e-3</td>
<td>2.6e-3</td>
</tr>
<tr>
<td>$f_3$</td>
<td>1500</td>
<td>2.950e-4</td>
<td>3.591e-4</td>
<td>6.590e-4</td>
<td>1.7e-3</td>
<td>1.797e-1</td>
<td>5.2e-2</td>
<td>15.1</td>
</tr>
<tr>
<td>$f_4$</td>
<td>2000</td>
<td>2.534e-2</td>
<td>3.106e-2</td>
<td>1.706e-2</td>
<td>8.5e-4</td>
<td>5.5e-2</td>
<td>3.9e-2</td>
<td>8.6e-2</td>
</tr>
<tr>
<td>$f_5$</td>
<td>100</td>
<td>-8.558</td>
<td>-8.711</td>
<td>-8.774</td>
<td>-10.15</td>
<td>-7.84</td>
<td>-4.81</td>
<td>-5.54</td>
</tr>
<tr>
<td>$f_6$</td>
<td>100</td>
<td>-9.764</td>
<td>-9.681</td>
<td>-9.735</td>
<td>-10.4</td>
<td>-9.68</td>
<td>-5.91</td>
<td>-8.84</td>
</tr>
</tbody>
</table>

Table 4.2: Comparison of mean best fitness between IMEP and MEP, MSEP, LEP, FEP, CEP
## 4.2. Experimental Results and Analysis

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>generations</td>
<td>Std. dev.</td>
<td>Std. dev.</td>
<td>Std. dev.</td>
<td>Std. dev.</td>
<td>Std. dev.</td>
<td>Std. dev.</td>
</tr>
<tr>
<td>$f_1$</td>
<td>1500</td>
<td>6.174e-5</td>
<td>2.016e-5</td>
<td>1.3e-5</td>
<td>6.043e-3</td>
<td>2.2e-3</td>
</tr>
<tr>
<td>$f_2$</td>
<td>2000</td>
<td>4.267e-4</td>
<td>5.101e-4</td>
<td>2.1e-5</td>
<td>3.136e-3</td>
<td>7.7e-4</td>
</tr>
<tr>
<td>$f_3$</td>
<td>1500</td>
<td>6.449e-5</td>
<td>6.577e-5</td>
<td>4.3e-4</td>
<td>2.813e-2</td>
<td>2.5e-2</td>
</tr>
<tr>
<td>$f_4$</td>
<td>2000</td>
<td>2.296e-2</td>
<td>2.757e-2</td>
<td>1.3e-3</td>
<td>1.114e-2</td>
<td>2.3e-2</td>
</tr>
<tr>
<td>$f_5$</td>
<td>1000</td>
<td>2.705</td>
<td>2.674</td>
<td>5.0e-5</td>
<td>2.934</td>
<td>0.18</td>
</tr>
<tr>
<td>$f_6$</td>
<td>1000</td>
<td>1.914</td>
<td>2.023</td>
<td>4.7e-6</td>
<td>1.959</td>
<td>1.57</td>
</tr>
<tr>
<td>$f_7$</td>
<td>1000</td>
<td>2.176</td>
<td>2.245</td>
<td>1.3e-4</td>
<td>2.284</td>
<td>0.87</td>
</tr>
</tbody>
</table>

Table 4.3: Comparison of standard deviation between IMEP and MEP, MSEP, LEP, FEP, CEP
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<table>
<thead>
<tr>
<th></th>
<th>( \gamma = 1 )</th>
<th>( \gamma = 2 )</th>
<th>( \gamma = 5 )</th>
<th>( \gamma = 10 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>generations</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( f_1 )</td>
<td>1500</td>
<td>1.487e-5</td>
<td>3.436e-5</td>
<td>1.596e-5</td>
</tr>
<tr>
<td>( f_2 )</td>
<td>2000</td>
<td>2.681e-3</td>
<td>2.871e-3</td>
<td>3.014e-3</td>
</tr>
<tr>
<td>( f_3 )</td>
<td>1500</td>
<td>3.591e-4</td>
<td>3.477e-4</td>
<td>3.973e-4</td>
</tr>
<tr>
<td>( f_4 )</td>
<td>2000</td>
<td>3.106e-2</td>
<td>2.695e-2</td>
<td>2.619e-2</td>
</tr>
<tr>
<td>( f_5 )</td>
<td>1000</td>
<td>-8.711</td>
<td>-8.737</td>
<td>-9.831</td>
</tr>
</tbody>
</table>

Table 4.4: Comparison of mean best fitness of IMEP(b) with respect to different \( \gamma \)

exhibits a better performance on \( f_1 - f_4 \) and a similar performance on \( f_5 - f_7 \) in comparison to a pure strategy (LEP, FEP or CEP). This indicates that IMEP has a more stable performance on both unimodal and multimodal problems. However, IMEP does not present a better performance than MSEP. Having been illustrated previously, it is affected by the types of mutation strategy introduced in the experiment.

As can be seen from Table 4.2 and Table 4.3, the result of IMEP is very similar to that of its corresponding algorithm MEP evolving complete information. Another experiment has therefore been carried out. This attempt to trying to identify if it is affected by the parameter \( \gamma \) or a problem with the current design of IMEP. 4 different values of \( \gamma \) are applied to IMEP and the results of mean best fitness are presented in Table 4.4. Note that, except for the value of \( \gamma \), all other parameters are set to the values described in the previous experiment.

As shown in the table, tests on the same function all produce results with the same level of precision, no matter what value for \( \gamma \) has been applied. Therefore, the algorithm is not sensitive to the change of IIFs. Furthermore, these results are similar to the ones generated by MEP on same testing functions. This suggests that our modification of the original algorithm, the introduction of IIF, did not exert a considerable influence on the overall performance. This is because the value of IIF introduced in the initial tests is kept within a minimum scope. The impact of the IIF will be increasingly enlarged if the value of IIF can be further configured, possibly with parameter control with a learning procedure.
4.3 Summary

This chapter has presented a new EP using mixed strategies, IMEP, to combat the drawbacks of conventional EPs that employ a single mutation operator. Efforts have been made in order to explain why and how LMSEP works, which is characterized by the local fitness landscape using a mixture of different mutation strategies.

The performance of IMEP is tested on a suite of 7 benchmark functions and compared with previously studied EPs. The experimental results confirmed that the new approach has the ability to perform at least as well as the best of different conventional strategies with single mutations. Furthermore, the tests regarding standard deviation also demonstrate that IMEP has a more stable performance.

We aim at introducing incomplete information from game theory to evolutionary programming. Since the current work is very initial, the algorithm has not been optimised. Therefore, many aspects remain to be considered. The design of a larger modification to MEP is a potential research area. In addition, a successful design of IMEP can be treated as a framework for introducing incomplete information to the mixed strategy algorithms. The experimental evaluation, in our next step, will be extended to more complex functions. Furthermore, it is of interest to consider a comparison between IMEP and a multialgorithm genetically adaptive method for single objective optimization (AMALGAM-SO) [120], which is a multimethod algorithm blending several evolutionary algorithms together.
Chapter 5

Immune Algorithm with Mixed Strategy for Protein Folding

A variety of optimization algorithms have been employed to solve different types of optimization problems. It was particularly recognized that one of those heuristic algorithms is Clonal Selection Algorithm from the Artificial Immune System (AIS) [121], which shows an efficient performance when different hypermutation are employed together. It enables a great improvement on the performance of the AIS, especially in local search. That is, since each operator may only be efficient on certain fitness landscapes, it is desired to apply multiple mutation operators simultaneously in order to tackle different situations.

However, the mutation operators in the original clonal selection algorithm for numerical optimization are used in a sequential manner that prohibits the ability of taking advantages of more flexible mutation strategies. It takes advantages of two efficient mutation operators, hypermutation and hypermacromutation, as well as two crossover operators to construct a powerful optimization algorithm with simple and easy implementation. This chapter presents a mixed strategy, based on the local fitness landscape of different types of numerical functions. Experiments show that the proposed algorithm possesses adequate balance between exploration and exploitation such that it is less likely to fall into local optimal and has a faster and better convergence.

The protein folding prediction is one of the most challenging problems in computational biology, molecular biology, biochemistry, and physics, as there are countless
possible conformations for the backbone of a small protein [122]. Considering the complexity of protein folding problems, many researchers [122, 123] tend to focus on studying protein structure prediction in its simplified models or Dillâ€™s lattice models such as hydrophobic-polar (HP) model. It is actually based on the observation that the hydrophobic force is the main force that determines the unique native conformation and function state of small globular proteins.

In the standard HP model, each amino acid of protein is seen as a bead, and its connecting bonds as lines. In the HP model, proteins consist of a specific sequence of only two types of beads- $H$ (hydrophobic/non-polar) and $P$ (hydrophilic/polar), which means the twenty amino acids can be categorized into two classes $H$ and $P$. Also, the HP model takes into account the hydrophobic interaction as the main driving
force in protein folding, which has a unique native fold with an energy gap between the native and the first excited state. Since environment inside cells are aqueous, these hydrophobic amino acids tend to be on the inside of a protein rather than on its surface; and meanwhile, the hydrophobicity is one of the key factors that determine how the chain of amino acids will fold up into an active or functional protein.

5.1 Modelling Protein Folding

5.1.1 Protein Structure

Proteins are, as shown in the first part of Figure 5.1, fundamental biological blocks which constructs every living organism. The functions of living beings are mostly carried out by functional biological proteins, where the proteins are bio-polymers assembled from a sequence of amino acid residues [124]. They are the main body, or backbone as shown in second part of Figure 5.1, of the protein’s structure. The characteristics of a protein are specifically affected by the sequence since the sequence of amino acid is depended on the structure and the sequence. That is, the biological function of a protein is determined by the structure of the bio-polymers [125].

Figure 5.2: Amino acids

The structure of a protein, regardless of its function, is constructed by linking many amino acid monomer units via amide bonds (peptide bonds). These amino acid (residue) chains can vary in length, with chains of fewer than 50 residues often being called peptides, whereas bigger chains are referred to as proteins, where the term amino acid is shorthand for the common α-amino acid in biological living body.
5.1. Modelling Protein Folding

5.1.2 Protein Folding Problem

One of the fundamental problems in computational molecular biology is the prediction of the protein folding and its resulting structure. The problem lies in biochemical physics and chemical biology, therefore it not only includes statistical mechanics, but also preserves the effects of evolution, which is one of the common features with most biological problems. Considerations must be made, with protein evolution in order to understand how mutational change in the amino acid sequence leads to structural and functional change [126].

The protein folding problem is the search for the most biologically active (functional) conformation of a protein (the native state), for a given sequence of amino acid residues. Before the protein, only the knowledge of its primary amino acid sequence is observed. That is, the one dimensional (1D) structure from which it is built. The problem is the prediction of the three dimensional (3D) local spatial arrangement (secondary structure) and the folded conformation (tertiary structure) adopted by a polypeptide molecule. It has been shown to be an NP-hard problem, in that no efficient algorithm can guarantee to find the native state [127]. If one is to understand how proteins fold and ultimately highlight the sequence-activity correlation of protein molecules, the relationship between sequence and structure is of critical importance and need to be analysed carefully.

5.1.3 Bioinformatics Techniques for Protein Folding

Protein folding is the physical process in which a linear polypeptide chain can be autonomously organized into a space-filling, compact, and well-defined three-dimensional structure [128]. The correct three-dimensional protein structure is essential to its biological function [129].

Although protein structure determination by biophysical techniques such as X-ray crystallography, cryoelectron microscopy and NMR has become highly automated and made considerable progress, the prediction of protein structure features is still one of major challenges in theoretical biophysics and bioinformatics [130]. The fundamental questions related to understanding protein folding mechanism are waiting for the proper answers, and the main problem concerning the vast potential complexity of cooperative interaction between amino acids remains to be resolved [130].
In order to improve the accuracy and efficiency of solving protein structure prediction, many scholars and researchers, [131, 129, 130] try every effort to study and develop some feasible algorithms or algorithmic strategies. Theoretical and computational protein folding studies in recent years have achieved some significant accomplishment in protein dynamics.

The reliability of natural proteins to fold to a unique, low energy, most stable state (native state) is related to the presence of a folding funnel on the free energy landscape, allowing mis-folded proteins to be guided towards the most energetically favourable conformation. To achieve a greater knowledge of protein folding dynamics, the nature of the free energy landscape must be understood. Although progress has been made over many decades, due to the complexity of the problem, it still remains unsolved [132].

### 5.1.4 Hydrophobic-Polar Model

There are a variety of protein models which differ in the way in which they approximate the protein molecule and how they treat the interactions between amino acid residues, and, if applicable, with solvents. Due to the enormous complexity and size of protein hyper-surfaces, models used to study the protein folding process tend to be simplified.

The most simplistic of all models, the hydrophobic-polar lattice bead model (HP), has become one of the major tools for studying protein structure [133]. The basis of such model is that the hydrophobic force is primarily responsible for the determination of the unique native conformation and therefore the biological function of small globular proteins. Although simple, such models can still capture some essential features of the protein folding problem and provide a basis for thorough theoretical studies.

Moreover, the conformations in the HP model are restricted to self-avoiding walks on a lattice [122]. And the whole conformation is embedded in a two or three-D lattice, which simply divides spaces into amino acid-sized units and has bond angles keep
limited discrete values dictated by the structure of lattice like square, triangular or cubic. For instance, a 2-dimensional square lattice is typically used in the 2D HP model, while a 3-dimensional cubic lattice is generally applied to the 3D HP model.

Figure 5.4: Driving force: hydrophobic interaction

- Hydrophobic amino acids (H beads) tend to come together to form a compact core that excludes water.
- Hydrophilic amino acid (P beads) tend to face the outside.
- HP model involves attraction-interaction only

The twenty naturally occurring amino acids can be roughly classified into two categories based on their hydrophobicity. In the HP model, these two categories are exploited with amino acids categorised as either Hydrophobic (H) or Polar (P) residues. The primary amino acid structure of a protein, instead of comprising sequence of the
twenty amino acid alphabet, is therefore represented as a combination Hs and Ps, with each amino acid represented as a uniformly sized bead. The conformations of such a sequence are restricted to a self avoiding walk on a lattice, where lattice sites can only be occupied by a single bead. The presence of a lattice prevents bond lengths and angles from varying and thus both are constant throughout the use of this model.

The energy associated with any bead-bead interaction is described as a short range contact between topological neighbours. A topological neighbour is simply a pair of non-bonded beads that lie on adjacent lattice sites, i.e. they are not sequence neighbours. Interaction values for the possible topological contacts (local interactions) are:

![Figure 5.5: The H-H contacts of a protein sequence in the HP model](image)

### 5.1.5 Free Protein Energy of the HP Model

The main method in HP model to evaluate the free energy of a conformation in the HP model is to count the interactions between beads, which are topological neighbours rather than sequential neighbours (non-local interactions). The simplest form of energy function counts the number of $H - H$ contacts. Each $H - H$ topological contact, that is, each lattice nearest neighbour $H - H$ contact interaction, has energy value $\varepsilon \leq 0$, while all other contact interaction types like $H - P$, $P - P$ contribute with $\varepsilon \geq 0$ to the total free energy. Consequently, any feasible conformation in the HP model can be assigned a free energy level and the residues interactions can be defined. The values of $H - H$, $H - P$ and $P - P$ interactions are:
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\[ \epsilon_{HH} = -1, \quad (5.1) \]
\[ \epsilon_{HP} = \epsilon_{PP} = 0. \quad (5.2) \]

So one can have the typical interaction energy matrix for the standard HP model accordingly. In the Dill’s lattices model the native conformation is the one maximising the number of contacts \( H - H \), i.e., the one that minimises the free energy function.

The total energy, \( E \), of the conformation is found by summing the interactions [132]:

\[ E = \sum_{i \leq j} \epsilon_{ij} \Delta_{ij} \quad (5.3) \]

where

\[ \Delta_{ij} = \begin{cases} 1, & \text{if } i \text{ and } j \text{ are topological neighbours but not sequential neighbours}, \\ 0, & \text{Otherwise}. \end{cases} \quad (5.4) \]

The energy value for the conformation illustrated by Figure 5.5 is \( E = -2 \). In the process of founding the native conformation of the HP model, the number of \( H - H \) interactions is maximised, therefore the free energy is minimised.

A solution, \( r = \in \{F, L, R\}^{l-1} \), is represented by a sequence of relative directions (forward, left or right). It describes a self avoiding path through the lattice.

### 5.2 Evolutionary Algorithms for Protein Folding

Beutler and Dill [134] has researched algorithm specifically for the HP model of protein folding. It is called the Core-directed Growth (CG) method. Another approach is proposed by Toma, in which an algorithm specifically for the problem of protein folding
### Table 5.1: Tortilla 2-D Benchmarks

<table>
<thead>
<tr>
<th>Instance</th>
<th>Protein Sequence</th>
<th>(l)</th>
<th>(E)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(hphp_2h_2php_2hph_2p_2hph)</td>
<td>20</td>
<td>-9</td>
</tr>
<tr>
<td>2</td>
<td>(h_2p_2(hp_2)_6h_2)</td>
<td>24</td>
<td>-9</td>
</tr>
<tr>
<td>3</td>
<td>(p_2hp_2(h_2p_4)_3h_2)</td>
<td>25</td>
<td>-8</td>
</tr>
<tr>
<td>4</td>
<td>(p_3h_2p_2h_2p_5h_1p_2h_2p_4h_2p_2h_2p_2)</td>
<td>36</td>
<td>-14</td>
</tr>
<tr>
<td>5</td>
<td>(p_2h(p_2h_2)_2p_5h_10p_6(h_2p_2)_2hp_2h_5)</td>
<td>48</td>
<td>-23</td>
</tr>
<tr>
<td>6</td>
<td>(h_2(ph_3)_ph_4p(hp_3)_2hp_4(hp_3)_2hp_4(ph)ph_2)</td>
<td>50</td>
<td>-21</td>
</tr>
<tr>
<td>7</td>
<td>(P_2h_3ph_8p_3h_10php_3h_12p_4h_6ph_2php)</td>
<td>60</td>
<td>-36</td>
</tr>
<tr>
<td>8</td>
<td>(h_12(ph)_2(p_2h_2)_2P_2h(P_2h_2)_2p_2h(P_2h_2)_2P_2(Ph)_2h_12)</td>
<td>64</td>
<td>-42</td>
</tr>
<tr>
<td>9</td>
<td>(h_3p_2(hp)_2hp_2(hp)_2hp_2h)</td>
<td>20</td>
<td>-10</td>
</tr>
<tr>
<td>10</td>
<td>(php_2hph_3ph_2ph)</td>
<td>85</td>
<td>-53</td>
</tr>
<tr>
<td>11</td>
<td>(hphph_3P_3h_4p_2h_2)</td>
<td>100</td>
<td>-48</td>
</tr>
<tr>
<td>12</td>
<td>(h_2p_5h_2p_3hp_3hp)</td>
<td>100</td>
<td>-50</td>
</tr>
<tr>
<td>13</td>
<td>(ph_2hp_3ph_2ph_5)</td>
<td>18</td>
<td>-9</td>
</tr>
<tr>
<td>14</td>
<td>(hphph_3p_3h_4p_2h_2)</td>
<td>18</td>
<td>-8</td>
</tr>
<tr>
<td>15</td>
<td>(h_2p_5h_2p_3hp_3hp)</td>
<td>18</td>
<td>-4</td>
</tr>
</tbody>
</table>
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called Contact Interactions (CI) method [135]. It is based on the standard Monte Carlo
method and also there is something new about forming and preserving a hydrophobic
core. This algorithm performed better than others. This is done by assigning a mobility
to each residue in the protein. It has a low mobility and changes to this part if the
conformation are less likely to be accepted.

An improved Pruned-Enriched-Rosenbluth Method (PERM) for the 2D HP lattice
is presented by Hsu where the algorithm PERM covers many things except the Chain
Growth (CG) method of Beutler and Dill [136].

Another usage of genetic algorithms is to find how energy conformations of HP
model sequences. Unger and Moult’s method with mutation operators was similar to a
single MC step and a crossover operator [137]. The probability of accepting a solution
is based on a cooling factor. Their research is put forward further by Konig and Danekar
[138]. They use a simple genetic algorithm with a new crossover strategy and a niching
technique. This so-called pioneer search is much faster and more reliable.

Krasnogor [129] and his colleagues proved that evolutionary algorithms optimiza-
tion methods like genetic algorithms (GAs) are ideally reasonable algorithmic options
to solve protein structure prediction problems by examining the design and application
of genetic algorithms in dealing with the intractable protein structure prediction
problems under the condition of the simple hydrophobic-hydrophilic model, which is
also called HP model. They take into account of three basic algorithmic factors that
may affect the effective application of genetic algorithms (GAs) in handling protein
structure prediction problem, such as selecting and evaluating the commonly used rep-
resentations and formulating the energy potential to secure the continuity of protein
conformations.

To compare the ability of different optimization algorithms, a benchmark set of 15
protein sequences have been used to test over 20 algorithms [123]. Those algorithms
encompass a wide range of evolutionary algorithms, from an improved ant colony op-
timization (ACO) algorithm, to some hybrid algorithms, including a genetic algorithm
with tabu search and a memetic algorithm which self-adaptively selects from a storage
of local search heuristics. It is called the Tortilla 2-D HP Benchmarks. To compare the
performance of the new algorithm, part of it is being used. In Table 5.1, \( l \) is the length
of the sequence and \( E^* \) is the optimal or best known energy value.
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5.2.1 Hybrid Evolutionary Algorithms for Protein Folding

Liang and Wong apply a hybrid of evolutionary techniques and the Monte Carlo method in an single algorithm for protein folding, which is called Evolutionary Monte Carlo (EMC) [139]. EMC creates a population of candidate conformations where the probability of accepting a worse solution is dependent on a *temperature* and the temperature is lowered following each iteration. The new candidate solutions are created from the current population, using mutation and crossover operators based upon genetic algorithms. The EMC algorithm managed to perform better than the genetic algorithm of König and Danekar and another metropolis-based MC because of its lower energy conformations and faster speed.

A hybrid search algorithm combining genetic algorithm and tabu search is proposed by Jiang for the 2-dimensional HP model [140]. They argued that the proposed algorithm performed better than Monte Carlo, Evolutionary Monte Carlo and simple genetic algorithm.

Shmygelska and Hoos put forward an advanced Ant Colony Optimization (ACO) approach to the HP lattice model [122]. It is similar to the state-of-art evolutionary and Monte Carlo algorithms. The advance of this algorithm is long range moves to relax compact conformations and escape from local optima and improving ants that selectively take the best global solution found so far and apply a local search thus reducing computational cost.

5.3 Immune Algorithms for Protein Folding

An novel immune algorithm is proposed by Cutello for the protein structure prediction problem which also provided the Tortilla 2-D HP Benchmarks [123]. They use an aging operator and two specific mutation operators based on the clonal selection principal of the biological immune system. After testing on different circumstances such as the 2D and 3D HP square lattice model and the functional model protein, the immune algorithm was verified a competitive state-of-art algorithm.
5.3.1 Biological Immune System

Biological immune system acts as the major defensive line in terms of detection and reaction of abnormal intrusion into the organism of humans. There are a variety of different components either cooperatively or competitively contributing to the defensive mechanism [19], which are briefly summarised as follows:

What is known as the innate immune system behaves as the first line of defence when there exist intrusion caused by micro-organism. Two cells that forms the basic components of innate immune system are macrophages and neutrophils, which have structures called receptors that can be bind to specific molecular patterns commonly found in a range of different micro-organisms. Another function of these cells is that they also release molecules called cytokines which will signal the human body to activate inflammatory response. Certain functions of Cytokines and inflammatory are:

- Phagocytes are attracted by them to the cites of infection where a type of white blood cells called phagocytes can ingest and digest microbes or other intrusive materials into the human body.
- Foreign microbes are coated with protein in order for the phagocytes to digest them.
- Blood flow to the infection site is increased so that more immune cells will be transported to the infected area to deal with microbes or other foreign materials.
- Directly damage some foreign cells, bacteria and viruses.
- Increases in body temperature follows, as a result the activities of some pathogens slow down while the activities of immune cell are strengthened.

Adaptive immune system operates at a more advanced level than innate immune system, essentially formed by lymphatic system. Two types of lymphocyte are identified, B cells and T cells, which perform distinctive, but complementary roles in the lymphatic system. It is found that Lymphocytes only respond to infections when there is a inflammatory response from the innate immune system in presence [141].

A variety of cells are produced during clonal expansion. For example, cloned B cells can develop into 2 types, either become plasma cells that is able to produce antibodies
at a high rate, or memory cells, which circulate along lymphatic system through the entire human body and is ready to proliferate if re-infection is detected. On the other hand, T cells also differentiate themselves into different pathways [141].

5.3.2 Clonal Selection Algorithm

The clonal selection algorithm is an optimization algorithm. It is based upon the clonal selection principle in the biological immune system. This idea has been successfully applied to the protein structure prediction problem in [123]. In this application, the clonal selection algorithm models the sequence of amino acids as an antigen and the solution as B-cells.

As a key element in Clonal Selection Algorithm for a variety of optimization problems, mutation operators have attracted significant attention in research. The original mutation operator is typically Hypermutation, which usually lacks the ability of performing further search on some certain region. Therefore, different version have been developed, namely inversely proportional hypermutation, static hypermutation and hypermacromutation operators. In particular, hypermacromutation is proposed to extend the region of the parameter surface with high success rate values [123].

Figure 5.6: Conventional Clonal Selection Algorithm
5.4 Mixed Strategy Applied to Clonal Selection Algorithm

However, no single search algorithm is best on average for all problems [4], be they self-adaptation or not, which suggests the algorithm of the previous immune algorithm can be further improved if more effective mutation strategies could be added into the algorithm. However, as the mutation operators are utilized in a sequential way in the previous approach, it would be a really time-consuming task to follow this idea and prevent the algorithm from combining more mutation strategies.

According to [123], the two new search operators introduced in this project have both been designed to try and overcome these large energy barriers between minima. The mixed strategy uses a probability distribution to choose between hypermutation, hypermacromutation, one point crossover and uniform crossover. This allows for the possibility of large jumps in the search space via crossover and hypermacromutation, so that solutions stuck in local minima may have the opportunity to escape their current basin of attraction.

5.4 Mixed Strategy Applied to Clonal Selection Algorithm

The mixed strategy is inspired by different cell types in the immune system that work competitively and co-operatively to identify and remove foreign organisms from the host body. The mixed strategy can create an offspring from a clone by either mutations or crossover. Which strategy is chosen is decided by a probability distribution,

\[ P = (p_{hyp}, p_{macro}, p_{1pt}, p_{uni}) \]

where \( p_{hyp} \) is the probability of creating offspring with the help of hypermutation, \( p_{macro} \) is the probability of creating an offspring by hypermacromutation, \( p_{1pt} \) is the probability of creating an offspring by one point crossover and \( p_{uni} \) is the probability of creating an offspring using uniform crossover. The probability distribution is updated according to the fitness of recently produced solutions. In the clonal selection algorithm the sequence of amino acids, \( s \in \{h, p\}^l \), where \( l \) is the length of the sequence, models the antigen and the candidate solutions, \( r \in \{F, L, R\}^{l-1} \), models the immune cells.

The operator to create the initial population, the cloning operator, aging operator and selection operator are the same as those used in [123]. After the initialisation step, the mixed strategy is applied to the genetic operators, including mutation and crossover.
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The implementation of mixed strategy goes through each cell of the clone population, \( P(\text{clo}) \), and assigns a mutation or crossover strategy according to the probability distribution \( p \). If assigned the inversely proportional hypermutation operator the cloned cell is mutated in the way described in [123], whereby the number of mutations made to the parent solution is inversely proportional to its fitness. If assigned the hypermacro-mutation operator the number of mutations does not depend on any constant parameters or fitness value; the number of mutations, like the newly assigned directions, are randomly chosen.

If the cell is assigned the one point crossover operator it becomes the first parent. The second parent is chosen by roulette wheel selection, where the probability of choosing cell \( i \), \( p_i \), is the fitness of cell \( i \), \( f_i \), over the total fitness of the population:

\[
\frac{p_i}{\sum_{j} f_j}
\]

The crossover point is chosen with uniform probability. If the selected crossover point does not produce a feasible solution a new crossover point is chosen. If no point can result in a feasible solution then a new second parent is selected; this continues until a feasible solution is created and returned to the offspring population. It is possible that a clone of the current solution is selected to be the second parent, however this is not a problem because it stops the program from becoming stuck in an infinite loop if a feasible solution can not be produced using another member of the population and because duplicate solutions are deleted by the selection operator.

If the mixed strategy assigns uniform crossover to the cell then it becomes the first parent. The second parent is chosen with uniform probability from the clone population. From which parent a gene (direction) is taken from is chosen by a probability

\[
\frac{p_i}{\sum_{j} p_j}
\]
proportional to its fitness; the probability of taking a gene, from parent one, \( p_{\text{one}} \), is equal to the fitness of parent one, \( f_{\text{one}} \), over the sum of the fitness of parent one and parent two:

\[
p_{\text{one}} = \frac{f_{\text{one}}}{f_{\text{one}} + f_{\text{two}}} \tag{5.5}
\]

As with the one point crossover operator, if uniform crossover does not produce a feasible offspring using parent two it will choose a new second parent from the population. Again it is possible for a solution to be crossed with itself but this stops the program from becoming stuck in a loop and duplicate solutions are deleted by the selection operator.

All strategies are initialised with equal probability such that the probability of mixed strategy are uniformly distributed:

\[
p = (p_{\text{hyp}}, p_{\text{macro}}, p_{1\text{pt}}, p_{\text{uni}}),
\]

where the number of the probabilities are initialised with

\[
p = (0.25, 0.25, 0.25, 0.25).
\]

From the 2nd generation onward, the strategy that produces the most offspring selected for the next generation is given a payoff. This means the probability of this particular strategy to be selected is increased whilst other strategies are assigned with decreased probabilities. The first use of this kind of algorithms was first on real-valued representation for optimisation problems [7].

In [7] each member of the population has its own probability distribution that chooses between Gaussian, Cauchy, Lévy and single-point mutation operators. If the offspring created using a particular mutation are selected for the next generation then the probability associated with that mutation is increased; if it is not selected than the strategy is penalised and the probability reduced. Offspring inherit their parents’ probability distribution. This technique is inspired by the immune system where the cells with the highest affinity clone more rapidly. The technique has been adapted for this project so that all the solutions share the same probability distribution.
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When an offspring solution is created the operator used is recorded in its genotype (i.e. hypermutation, hypermacromutation, one point crossover or uniform crossover). Initial and new solutions are assigned an operator with uniform probability. After the selection of the best $d$ solutions from the offspring population, the probability of the operator, $h$, that has created the most offspring, $p(h)$, is updated using:

$$p^{(t+1)}(h) = p^{t}(j) - p^{t}(j) \gamma$$ \hspace{1cm} (5.6)

The probabilities of the other operators, $j$, are updated using:

$$p^{(t+1)}(j) = p^{t}(j) - p^{t}(j) \gamma$$ \hspace{1cm} (5.7)

The value of parameter $\gamma \in (0, 1)$, which is used to control the probability distribution $\vec{p}$. It is chosen to between "0" and "1", which allows the normalisation condition to be meet.

$$\sum_{k=0}^{4} p(k) = 1$$ \hspace{1cm} (5.8)

where $k$ includes the best strategy $h$ and all other strategies $j$.

If one probability is greater than 0.65, meaning the associated operator is dominating the others, then the probability distribution is reassigned as: $\vec{p} = (0.25, 0.25, 0.25, 0.25)$. Re-setting the probabilities ensures that the probability of an operator being selected is dependent on its recent performance and not its past performance.
5.5 Experimental Results and Analysis

The clonal selection algorithm with the mixed strategy was tested on the Sequences 1-6, 9, and 13-15 in Table 5.1. The remaining five sequences could not be tested due to constraints on time and the amount of computational power available.

Each experiment was repeated 30 times. The success rate (SR) is the percentage of the 30 runs that find the lowest known energy value; the mean number of energy function evaluations (AES) is averaged over the successful runs. The maximum life span of a normal B cell (solution) $\tau_B = 1$ and the maximum life span of a B-memory cell $\tau_B = 5$. The value of the hypermutation parameter $c = 0.4$ for Sequences 1, 2, 3, 4 and 15 and $c = 0.5$ for Sequences 5, 6, 9, 13 and 14. The maximum number of function evaluations per run was 10,000,000 and the maximum number of generations per run was 20,000.

The first test of the clonal selection algorithm with mixed strategy, shown in Column B of Table 5.2, did not perform well with decreased success rate on Sequences 4 and 5, an increase in the number of energy function evaluations for Sequences 1 to 14 and was unable to find any results for Sequence 15. The population size was $d = 10$ and the cloning parameter was $dup = 4$. These values were based on the results from the mini-project, which in turn were based upon [123]. For the mini project the number of clones per solution was set to 2, one for each operator that created offspring. This was the basis for the choice of $dup$ under this test; there are four potential operators that create offspring when using mixed strategy. However, because of the probabilistic way that operators are selected when using the mixed strategy, this size of clonal population was probably too small to allow all the operators to create offspring.

For Column C of Table 5.2 the cloning parameter $dup$ was increased to 8 and the population size $d$ remained 10. These results show a large improvement of 80% in the success rate of Sequence 5 compared to the clonal selection algorithm with crossover (Column A) and a moderate improvement in the success rate on Sequence 6 of 6.66%. These parameter settings could find solutions to Sequence 15 without becoming trapped. There is also a decrease in the number of function evaluations for Sequences 5, 6 and 13. The mixed strategy allows for large jumps between local minima; increasing the number of clones that the operator acts upon increases the number of chances for each operator to make these jumps, leading to improvements in success rate and number of energy function evaluations.
5.6 Summary

In the experiments shown in Columns D and E of Table 5.2 the population size and cloning parameter were increased further. The initial intention was that by increasing the clonal population the performance would improve further by creating even more chances for the operators to make jumps between minima. However, increasing the clonal population size resulted in increases in the number of energy function evaluations for Sequences 2, 9, 13, 14 and 15 and a drop to zero in the success rate for Sequences 3, 4, 5, 6. This drop in success rate is probably due to the increase in function evaluations exceeding the maximum energy evaluations allowed. It is possible that the clonal selection algorithm with mixed strategy would perform better with a large population size if experimental parameters, such as the maximum number of function evaluations, were adjusted.

Table 5.3 compares the clonal selection algorithm with mixed strategy to other published results. Comparison of Columns A and D show that Mixed Strategy decrease the average number of function evaluations on nine out of ten sequences. The new operator also increases the success rate by 43.33% for Sequence 5. Column B shows the results from [132]’s genetic algorithm; the clonal selection algorithm with mixed strategy decreases the number of function evaluations for five out of six sequences and improves the success rates for Sequences 4 and 5 by 30% and 87% respectively. Ant colony optimisation algorithm (Column C) is a very successful algorithm for the protein structure prediction problem on the HP model. [122] The results shows that the clonal selection algorithm with mixed strategy has matched its success rate on the six sequences, which proves mixed strategy can at least perform at the same level of the best known pure strategy.

5.6 Summary

This chapter focused on applying mixed strategy into the simple HP lattice model of protein folding problem. The native conformation of a protein is postulated to correspond to the shape that minimises the free energy. Because of this the protein structure prediction problem can be considered an optimisation problem. Many optimisation techniques have been applied to the problem including chain growth methods, [134, 135], variations of genetic algorithms [136, 138, 140, 142, 143, 144, 145], a memetic algorithm [129], ant colony optimization [122] and the clonal selection algorithm [123].
Many of the optimisation techniques applied to this problem have struggled with longer sequences in the tortilla benchmark set, especially those with tight hydrophobic cores (e.g. Sequence 5). In this project, mixed strategy is introduced into the algorithm, which is designed to overcome high energy barriers between local minima and increase population diversity in order to explore new parts of the search space. Both are inspired by processes in the biological immune system.

The mixed strategy is based upon the cell diversity in the immune system. Which crossover or mutation technique is used to create offspring depends on a probability distribution \( p = (p_{hyp}, p_{acro}, p_{pt}, p_{uni}) \). The technique that creates the most offspring selected for the next generation is rewarded with a payoff that increases its probability of being selected in the future. The mixed strategy helps overcome the large energy barriers between low energy conformations of the HP-model proteins by allowing for large jumps in the search space, or tunnelling, between minima.

Experimental tests show that the employment of mixed strategy improved the success rate on Sequences 4, 5, 6 and 15 when compared to the results from the mini-project and improved the success rate by 43% for Sequence 5 when compared to [123] and by 87% when compared with [143]. The success rate is the same as reported by [122].

The experimental results show that the clonal selection algorithm with mixed strategy is suitable for long sequences where the native conformation has a tight hydrophobic core. For shorter sequences, without large energy barriers between the local and global minima, the clonal selection algorithm with crossover is more suitable.
Table 5.2: Comparing algorithm with only crossover (Column A) and algorithm with mixed strategy (Columns B-E), for different values of \( d \) and \( dup \), on success rate (SR) and average number of function evaluations used to find solution (AES)

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C, ( d = 10 ), ( dup = 4 )</td>
<td>M, ( d = 10 ), ( dup = 4 )</td>
<td>M, ( d = 10 ), ( dup = 8 )</td>
<td>M, ( d = 20 ), ( dup = 20 )</td>
<td>M, ( d = 10 ), ( dup = 100 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR</td>
<td>AES</td>
<td>SR</td>
<td>AES</td>
<td>SR</td>
<td>AES</td>
</tr>
<tr>
<td>----</td>
<td>-----</td>
<td>----</td>
<td>-----</td>
<td>----</td>
<td>-----</td>
</tr>
<tr>
<td>Sequence 1</td>
<td>100.00</td>
<td>1841.52</td>
<td>100.00</td>
<td>42584.71</td>
<td>100.00</td>
</tr>
<tr>
<td>Sequence 2</td>
<td>100.00</td>
<td>5110.30</td>
<td>100.00</td>
<td>128740.04</td>
<td>100.00</td>
</tr>
<tr>
<td>Sequence 3</td>
<td>100.00</td>
<td>81374.97</td>
<td>100.00</td>
<td>526137.88</td>
<td>100.00</td>
</tr>
<tr>
<td>Sequence 4</td>
<td>93.33</td>
<td>259718.34</td>
<td>60.00</td>
<td>2580315.23</td>
<td>100.00</td>
</tr>
<tr>
<td>Sequence 5</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>80.00</td>
</tr>
<tr>
<td>Sequence 6</td>
<td>93.33</td>
<td>343798.54</td>
<td>26.67</td>
<td>3408430.35</td>
<td>100.00</td>
</tr>
<tr>
<td>Sequence 9</td>
<td>100.00</td>
<td>3715.68</td>
<td>100.00</td>
<td>99.85.01</td>
<td>100.00</td>
</tr>
<tr>
<td>Sequence 13</td>
<td>100.00</td>
<td>19159.29</td>
<td>100.00</td>
<td>241115.30</td>
<td>100.00</td>
</tr>
<tr>
<td>Sequence 14</td>
<td>100.00</td>
<td>582.27</td>
<td>100.00</td>
<td>41998.19</td>
<td>100.00</td>
</tr>
<tr>
<td>Sequence 15</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>100.00</td>
</tr>
</tbody>
</table>
Table 5.3: Comparing Between Immune Algorithm with Mixed Strategy and other state-of-art optimisation algorithms

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Immune Algorithm</td>
<td>Genetic Algorithm</td>
<td>ACO</td>
<td>M, $d = 20$, $dup = 20$</td>
<td>M, $d = 10$, $dup = 100$</td>
</tr>
<tr>
<td>Sequence 1</td>
<td>100.00</td>
<td>23710</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Sequence 2</td>
<td>100.00</td>
<td>69816.7</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Sequence 3</td>
<td>100.00</td>
<td>269513.9</td>
<td>100.00</td>
<td>83.33</td>
<td>0.00</td>
</tr>
<tr>
<td>Sequence 4</td>
<td>100.00</td>
<td>2032504</td>
<td>70.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Sequence 5</td>
<td>56.67</td>
<td>6403985.3</td>
<td>13.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Sequence 6</td>
<td>100.00</td>
<td>778906.4</td>
<td>100.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Chapter 6

Conclusion

During the last several decades, many kinds of population based Evolutionary Algorithms have been developed and considerable work has been devoted to computational methods which are inspired by biological evolution and natural selection, such as Evolutionary Programming (EP) [94], Artificial Immune System [19] and Differential Evolution (DE) [146]. The objective of these algorithms is not only to find suitable adjustments to the current population and hence the solution, but also to perform the process efficiently. However, a parameter setting that was optimal at the beginning of the algorithm may become unsuitable during the evolutionary process. Thus, it is preferable to automatically modify the control parameters during the runtime process. [29]. The approach required could have a bias on the distribution towards appropriate directions of the search space, thereby maintaining sufficient diversity among individuals in order to enable further ability of evolution.

6.1 Summary of Thesis

This thesis has offered an initial approach to developing this idea. The work starts from a clear understanding of the literature that is of direct relevance to the aforementioned motivations. The development of this approach has been built upon the basis of the fundamental and generic concepts of evolutionary algorithms. It shares with the common principles underlying the existing literature, especially regarding the representation of
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population and individuals, as well as and the key evolutionary computational operations such as mutation, crossover and selection.

The work has exploited and benefited from a range of representative evolutionary computational mechanisms, including evolutionary programming, ant colony optimization, and clonal immune algorithm from artificial immune systems. In particular, essential issues in evolutionary algorithms such as parameter control, including the general aspects of parameter tuning and typical means for implementing parameter control have been investigated. This has given rise to the recognition of the technical significance of self-adaptive parameter control where the idea of combining different algorithms together is exhibited.

The idea of enabling an evolutionary algorithm to be self-guided, that is, to be capable of choosing the right method in a given situation has motivated the current research. In particular, both the hyper-heuristic algorithm and the memetic algorithm, which are established in the literature have set up a comparative work for the present development. Inspired by the appreciation of the potential benefits of utilizing mixed strategies in evolutionary algorithms, this work has developed several novel techniques that contribute towards the advancement of evolutionary computation and optimization.

One such novel approach is to construct a mixed strategy based on the concept of local fitness landscape. It exploits the concepts of fitness landscape and local fitness landscape. This strategy helps reinforce conventional evolutionary programming from two significant viewpoints. For this, the work has first applied local fitness landscapes to aid in the determination of the behaviour of mutations in evolutionary programming. Second, the work has introduced a training procedure that employs typical learning functions to determine the preferable probability distribution of mixed mutation operators, with respect to various types of local fitness landscape.

Both theoretical description and experimental investigation of this local fitness landscape based mixed strategy have been provided, and systematic comparisons with alternative approaches carried out. Supported with an analysis of the experimental results, the work has shown that the proposed approach can successfully overcome the major limitations of using conventional evolutionary programming methods that employ just single mutation operators.

Based on the aforementioned initial work, the thesis has presented a further improved approach to the development of a mixed strategy. This has been achieved by
exploiting game theory with the use of incomplete information. This new approach has been compared to the other through systematic experimental evaluation, on the same footing using the same set of test functions.

The experimental results have once again demonstrated that this further improved algorithm can successfully combat the shortcomings of conventional evolutionary programming methods that employ a single mutation operator. The new approach has proven to perform at least as well as the best of different conventional strategies with single mutations. The results have further shown that the proposed approach is able to possess a more stable performance while in action.

Another contribution of this thesis is the innovative application of mixed strategy. In particular, this work has extended the domain of usage of mixed strategy to from continuous to discrete problems. Given similar features to those associated with numerical function optimization, which is based on the different types of local fitness landscape, mixed strategy has been applied to artificial immune algorithms. This is facilitated by encompassing two crossover operators into the mixed strategy, one point crossover and conventional uniform crossover.

Such an improved method has been shown to be simple and easy for implementation. The work has been utilised to deal with the problem of protein folding in bioinformatics. Experimental results have been given, demonstrating that the proposed algorithm possesses an appropriate balance between exploration and exploitation. The use of this improved algorithm is less likely to fall into local optimal, entailing a faster and better convergence in resolving challenging realistic application problems.

6.2 Future Work

As indicated above, this thesis has achieved a number of important technical objectives in improving evolutionary computation methods, via the use of mixed strategies, including those proposed ones herein. However, the work carried out so far also gives rise to a number of important issues that may challenge the general success in developing more effective and efficient evolutionary algorithms. This final section of the thesis discusses several identified possible improvements over the present research, including ideas for both short-term and long-term developments.
6.2. Future Work

6.2.1 Short-Term Improvements

There are many aspects that still to be addressed in the future. Researchers should extend the experiment to more types of problem and more complicated functions. Also a fine adjustment of local fitness landscape needs to be considered as an important part. MSEP leads to a compatible satisfactory so that a better implementation of the feature, $\lambda$, may be valuable and might lead to more stable performance. Additionally, more mutation operators can be taken into consideration, (e.g. Lévy mutation). Introducing mixed strategies to other types of operator is also worth to be considered.

For Mixed Strategy discussed in Chapter 4, incomplete information from game theory and evolutionary programming can be further extended in the future work. It is because the current work we are doing is still on a basic level; the algorithm has not been optimised. I can be aimed to consider more aspects such as the design of a larger modification to Modified Evolutionary Programming to perfect the work. In addition, a successful design of IMEP should be introduced as a framework for introducing incomplete information to the mixed strategy algorithms. In our next step, the experimental evaluation will be extended to more complex functions. A comparison between IMEP and a multialgorithm genetically adaptive method for single objective optimization (AMALGAM-SO) [120] can also be considered. It is a multimethod algorithm that combines several evolutionary algorithms together.

The experiments in the Protein Folding can also be designed further, making mixed strategy more adaptive to the application. To allow the algorithm sufficient opportunity to find the lowest known energy values, the maximum number of function evaluations should be increased. For those new operators, these longer sequences would be a favourable test because of the tight hydrophobic cores of the known native conformations. Further test of the clonal selection algorithm with mixed strategy and archive operators should be implemented on all benchmark sequences in order to find the best values for the algorithm’s parameters. Besides, the use of clonal selection algorithm with better tuning can help solving the protein structure prediction problem on models with even higher resolution.

6.2.2 Long-Term Improvements

Currently, protein folding in Chapter 5 are using conventional mixed strategy. With the knowledge of Chapter 3, the local fitness landscape can be considered introducing into
protein folding. A feature extracted by observing the local fitness, $\lambda$, should be defined first. In addition, the experiments in Chapter 5 can be extended to 3-D HP model and functional model proteins.

Furthermore, the differences between mutation operators of different algorithms (Eg. From Immune Algorithm and Differential Evolution) can be compared. Following determination of their own advantages, mutation operators from different algorithms can be potentially combined together with mixed strategy when applying to certain complex local fitness landscapes.

It would be interesting to test the versatility of mixed strategy on other problems and applications, especially other discrete problems. Scheduling could be an potential domain for testing the mixed strategy, including travel salesman problem and flowshop scheduling.
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