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Abstract

Bike-sharing networks have become a carbon-emission and environmentally friendly form of transportation in recent years. However, the asymmetric demand patterns of user behaviour, both temporally and spatially, inevitably lead to an imbalance in the distribution of shared bikes in cities, thereby becoming the greatest obstacle to the networks’ development. Based on the real-world data of cycling trips, we analyse the challenging problem of imbalanced bike distribution from the entire-city perspective, establishing that the static rebalancing demand for the whole city is a stochastic variable with multi-scenario characteristics. On this basis, we develop an integer programming model to consider multiple rebalancing vehicles with time-varying rental costs, to alleviate the imbalanced bike distribution, while also analysing the intrinsic properties of such a model. We further propose a chance constraint programming model, optimising a bike-sharing network through the implementation of various genetic algorithms that employ block crossover and variable mutation operators. We reveal the inability of deterministic models in addressing the real-world problem of rebalancing demands for operational bike-sharing. In the meantime, supported with stochastic simulation, we demonstrate that the proposed approach can resolve this problem both effectively and efficiently, ensuring the delivery of a high-level bike-sharing service across an entire metropolitan city.
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1. Introduction

Bike-sharing networks first emerged as an alternative mode of public transport in the 1960s. They have received worldwide attention in the past decade due to the widespread use of smart devices and the rapid development of information technology, such as smart phones, Internet of Things (IoT) and mobile Internet. Today, bike-sharing networks are in operation throughout the world, offering health benefits together with a zero-emission and environmentally friendly mode of transport. Bike sharing is particularly convenient for the beginning and end segments of commuters’
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daily journeys. Both young people and high-income elites have increasingly adapted to transformation from internal-combustion-powered cars to shared bikes \[1\], and many commuters who used to take buses for short travel have switched to shared bikes \[2\]. Indeed, bike-sharing networks have made significant contributions to reducing urban carbon emissions and the positive transformation of commuters’ daily travel habits \[3\].

Depending on the underlying form of service, bike-sharing networks can be divided into station-based and free-floating ones. In a station-based network, the start and end points of each cycling trip are limited to pre-selected parking places, which is conducive to centralised operation and management from the perspective of the company but implies the difficult task of planning the location and capacity of parking places. Such networks include Velib’ in France, Citi Bike in the United States and Hangzhou Public Bicycle in China. A free-floating network, without suffering from the aforementioned problem, allows users to start and finish their trips almost anywhere in the city, which greatly improves user satisfaction but necessitates the hugely costly operation of rebalancing the shared bikes, that is, transporting them to where they are needed using vehicles. Such networks include YoBike in England, oBike in Singapore and Mobike in China. Although both forms of bike-sharing face their own dilemmas, they inevitably encounter one common challenge in the asymmetric demand pattern of users across the city where a bike-sharing network is set up \[4\].

This asymmetric demand is mainly manifested in two aspects. First, with the continuous expansion of urban boundaries and the increasingly clear division between residential, commercial and industrial areas, citizens’ home-to-work distances have become increasingly long, resulting in significant differences between the demand patterns in the different areas and times of service. For example, in the morning, the cycling demand is overwhelmingly from homes to bus stops or metro/light rail stations, and in the evening the trend is exactly the opposite. Second, from the perspective of the entire city, the demand patterns of citizens in a given area change over time due to the stochasticity and volatility of citizens’ daily activities \[5\]. For example, instead of taking the bus or metro/light rail after cycling as usual, certain commuters may choose to take a taxi directly to work due to their late departure. Therefore, asymmetric demand patterns, both spatially and temporally, are inevitable in a bike-sharing network. Without the help of rebalancing operations, asymmetric demand patterns will unavoidably lead to an imbalance in the distribution of shared bikes in the network across the serviced city.

Imbalanced bike distribution is reflected by the accumulation of bikes in some parking places and the shortage of bikes in others, which is highly detrimental to the sustainable operation of a bike-sharing network for various reasons. For instance, if a commuter cannot find an available shared bike at the beginning of their intended cycling trip, or a vacant parking place at the end the trip, this commuter’s satisfaction with the network service will be severely affected adversely. Also, the massive accumulation of shared bikes will undoubtedly worsen the existing problem of limited public parking space and cause problems for the urban environment. What is worse, particularly for free-floating bike-sharing networks, the location distribution of bikes is also influenced by users’ disordered parking behaviours, making the challenge of imbalanced distribution even more difficult to deal with \[6\]. These problems hinder the development and application of bike-sharing networks, deterring their wider acceptance by commuters and their further integration.
into traditional public transport systems.

With the development and application of big data technology in data analysis and decision optimization [7, 8], extensive studies have been conducted in the field of operations and management science to enhance the ability of bike-sharing networks to tackle the problem of imbalanced distribution. These studies may be categorised into three hierarchical levels, including strategic design, tactical development and operations management [9]. In terms of strategic design, research has been aimed to ensure satisfactory levels of service and inventory in bike-sharing networks through rational planning of the location and capacity of the stations and/or parking places, thereby reducing user dissatisfaction, station construction cost, or both, e.g., [10, 11, 12, 13, 14, 15]. The studies at the tactical level have focused on formulating various user incentive policies in an effort to encourage users to ride shared bikes from oversupplied areas to undersupplied areas, e.g., [16, 17, 18]. Both tactical and strategic-level studies are conducted before the bike-sharing network under investigation begins to operate. This makes it difficult to plan for appropriate response to any imbalance between supply and demand resulting from short-term changes in shared bike use.

In contrast, research at the operations level usually involves the use of rebalancing vehicles to rectify identified imbalanced bike distribution after the network is in service. In such cases, companies use rebalancing vehicles within their operational area to pick up bikes from the oversupplied parking places and deliver them to the undersupplied parking places. In the following, for simplicity, we refer to such an operation as rebalancing. Enjoying the inherent advantages of flexibility, adaptability and universality, rebalancing has become the most popular approach to imbalanced bike distribution in recent years. The rebalancing operations described in the literature can be classified into two groups: dynamic and static. Dynamic rebalancing operations are mostly implemented during the daytime, when the distribution of the shared bikes depends dynamically on the users’ cycling demand [19, 20, 21, 22]. Static rebalancing is typically performed late at night, when the shared bike usage is almost zero, so the effect of user demand is negligible. Static rebalancing operations have been much more extensively studied than dynamic ones, and they can be considered a special case of dynamic operations in which the rebalancing time period is long and the influence of bike usage is negligible. In this sense, research into static operations is the foundation of research into dynamic operations. Moreover, because static operations occur after the evening peak time and before the morning rush hours, they provide the operational team of the service company with sufficient time to effectively alleviate the two most prominent imbalances in all-day operations. For these reasons, in this paper, we mainly focus on the static rebalancing operations of bike-sharing networks.

Existing studies on static rebalancing operations can be summarised as follows. Raviv et al. [23] first introduced a static rebalancing model, and on this basis, they proposed two mixed-integer linear programming models to minimise the penalty and operating costs of a network. Ho and Szeto [24] examined rebalancing operations by reducing the total unsatisfied demand of all parking places and presented an iterative tabu search heuristic to solve the rebalancing problem. To reduce the problem scale, Forma et al. [25] resolved the rebalancing operations with a three-step heuristic, via first clustering the bike stations according to their geographic and inventory status. Szeto et al. [26] investigated the single-vehicle static rebalancing problem with the objective of minimising the weighted sum of unmet customer
demand and operational time of the rebalancing vehicles. Cruz et al. [27] also addressed the rebalancing problem
with a single vehicle, which allows it to carry out multiple visits to the same station while regarding each station as
a temporary warehouse to store shared bikes. On this basis, they further proposed an iterative local search heuristic
algorithm to resolve their rebalancing model. Li et al. [28] studied the rebalancing problem with multiple types of
bike (for example, one-seat and two-seat bikes) and resolved their proposed model using a combined hybrid genetic
algorithm. In addition, Ho and Szeto [29] looked into the rebalancing operations with the consideration of multiple
rebalancing vehicles without permitting shared bikes to be stored at the stations. They also proposed a hybrid large-
neighbourhood search algorithm based on several removal and insertion operators to solve the rebalancing model.
Using multiple rebalancing vehicles, Bulhões et al. [30] addressed the rebalancing problem by allowing vehicles
to visit the bike stations multiple times and proposed an iterative local search metaheuristic to solve the problem.
Pal and Zhang [31] considered the rebalancing operations of a free-floating bike-sharing network on the basis of a
decomposed network and hybrid nested large-neighbourhood search algorithm. Tang et al. [32] attempted to resolve
the repositioning problem with a bi-level programming model in which the upper model determines the number of
loaded and unloaded bikes at each station and the lower model optimises the rebalancing route with consideration of
the minimum transport cost. Lahoorpoor et al. [33] proposed a cluster method based on the origin and destination of
cycling trips and then rebalanced the shared bikes through inter-cluster and intra-cluster methods.

The aforementioned approaches to static rebalancing operations are all carried out from a local perspective, how-
ever. That is, in a limited area of the city in which bike-sharing is in service, using single or multiple vehicles to pick
up or deliver the shared bikes from one station or parking place to another and allowing single or multiple visits to the
same station or parking place. They usually make further assumption that the number of shared bikes in the limited
area is fixed. Yet, only from the perspective of the entire city can the total number of shared bikes be regarded as a
fixed value within a certain period. Therefore, these studies ignored a very salient problem in the operation and man-
agegment of a practical bike-sharing network, because they fail to consider the imbalanced distribution of shared bikes
among different areas within the city. Nonetheless, the operational scope of bike-sharing networks and the number of
shared bikes are both expanding rapidly. For example, the fully serviced area in Beijing encompassing the centre and
sub-centre has expanded as far as the Sixth Ring Road, and the number of bikes owned by a bike-sharing company
in Beijing exceeded one million by 2018. Moreover, in real-world operation and management, users’ cycling trips
are not restricted to a fixed area of the city, and the circulation of shared bikes among areas is frequent. Therefore,
imbalanced distribution of shared bikes among areas of the city is unavoidable; after each day’s operations, the num-
ber of bikes may increase in certain areas whilst decreasing in others. If the methods described in the literature were
applied to the rebalancing operations of an entire city, the scale and computational cost of the rebalancing problem
would be vast. Even if such a model could be formulated for an entire city, finding a satisfactory solution might be
computationally intractable due to the practical limitations on computer power. Meanwhile, applying such methods
to only a limited area of the city would yield invalid solutions due to the fluctuation of the total number of bikes in
such an area. Of course, if the total number of shared bikes in each area could be restored to its original state before
the next cycle of rebalancing operation begins, the methods developed in previous studies would be applicable to the whole-city network.

In this paper, to further address the imbalanced distribution problem of shared bikes among different areas, we analyse the area-wise characteristics of imbalanced bike distribution using the real cycling trip data of a bike-sharing company in Beijing. We discover that the rebalancing demand of the static operations in each area is a stochastic variable characterised by multiple scenarios. In addition, from the whole-city perspective, we develop an integer programming model to solve the imbalanced distribution problem among multiple areas and illustrate the inherent properties of the proposed model. Finally, considering a real-world operational scenario, we propose a chance constraint programming model and design eight genetic algorithms with a range of combinations of evolutionary mechanisms. The results demonstrate that the proposed algorithms can effectively solve the static bike rebalancing problem across various areas with a higher solution efficiency than previous genetic algorithms.

The remainder of this paper is organised as follows. Section 2 analyses the characteristic of imbalanced bike distribution based on real cycling trip data. Section 3 formulates the proposed approach for static rebalancing among areas and describes its inherent properties. Section 4 describes the details of combining genetic algorithms with different evolutionary mechanisms to implement the proposed solution mechanism. Section 5 describes the tuning process of the algorithm parameters and provides a case study supported with experimental analysis. In Section 6, the work is summarised with interesting future studies identified.

2. Characteristic of imbalanced bike distribution

In this section, we take one of the top two free-floating bike-sharing companies in China as an example to illustrate the imbalanced bike distribution among various areas in Beijing. In a free-floating network, customers use a software app on their mobile phones to locate available shared bikes in their vicinity when they wish to make a trip. At the end of their trip, users can park the bikes in any public parking space and then confirm the trip termination using the app. The data generated in this process are collected by the company. The operational data of such a bike-sharing network mainly relates to the users’ cycling trips, including the ID of the borrowed bike, the time interval, and the GPS location of the start and end of each trip, see Table 1. The trip data used in this paper are obtained from the Beijing Transportation Information Center, the department that supervises the bike-sharing companies in Beijing, the data covers around 1.4 million trips per day over the period considered.

<table>
<thead>
<tr>
<th>Bike ID</th>
<th>Rental time</th>
<th>Return time</th>
<th>Rental longitude</th>
<th>Rental latitude</th>
<th>Return longitude</th>
<th>Return latitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>0106625457</td>
<td>20180519075350</td>
<td>20180519075755</td>
<td>116.44262</td>
<td>39.82746</td>
<td>116.44119</td>
<td>39.83204</td>
</tr>
</tbody>
</table>
To illustrate the imbalanced bike distribution problem across the entire city, the operational data acquired are pre-processed as follows. First, we restrict the scope of trip data to areas within the Fifth Ring Road of Beijing, which encompass the majority of commuter activities, and divide this entire region into 25 sub-areas of about 5 km × 5 km each, which covers the maximum distance of most cycling trips. Second, because 98.38% of each day’s trip data were collected between 06:00 and 00:00, the data for the period from 00:00 to 06:00 is negligible. Therefore, only the trip data from 06:00 to 00:00 on each day are extracted. On this basis, we analyse the trip data of each sub-area in turn, calculating the imbalanced demand of rebalancing operations in each. Specifically, if the start and end points of a trip are located in the same area, this trip has no influence on the number of shared bikes in this area. If the start point of a trip is located in a given area but the end point is not, the original area loses one shared bike. Similarly, if the end point of a trip is located in a given area but the start point is not, the end area gains one shared bike. Thus, after analysing all of the trip data, we can calculate the total numbers of shared bike gained and lost in each area. In this paper, we define the ‘variation number’ of shared bikes in a given area within the city as follows.

**Definition 1.** The variation number of shared bikes in an area is equal to the difference between the total number of shared bikes gained ($d^\text{increased}_i$) and the total number of shared bikes lost ($d^\text{decreased}_i$):

\[
d^\text{var}_i = d^\text{increased}_i - d^\text{decreased}_i, \quad i = 1, 2, \ldots, N,
\]

where $N$ is the total number of sub-areas considered.

According to Definition 1, we can see that $d^\text{var}_i$ can take three types of value for each area, including $d^\text{var}_i > 0$, $d^\text{var}_i < 0$ and $d^\text{var}_i = 0$, where $i = 1, 2, \ldots, N$. $d^\text{var}_i > 0$ indicates that the number of shared bikes in the $i$th area has increased $d^\text{var}_i$ after the daytime operations. $d^\text{var}_i < 0$ indicates that the number of shared bikes in the $i$th area has decreased $-d^\text{var}_i$ after the daytime operations. $d^\text{var}_i = 0$ indicates that the number of shared bikes in the $i$th area is unchanged after the daytime operations.

For the sake of intuitive illustration, we analyse the cycling trip data of the studied free-floating bike-sharing company on a randomly selected date (18 May 2018) and calculate the variation number of shared bikes in each area ($d^\text{var}_i$, $i \in N$). The pattern of the imbalanced distribution is superimposed on the map within the Fifth Ring Road of Beijing in Figure 1. In this figure, the horizontal axis represents longitude and the vertical represents latitude, whereas the colour intensity represents the variation number of shared bikes in each area according to the vertical colour bar on the right. For instance, the variation number of shared bikes in the first area (numbed by 1) is $d^\text{var}_1 = -31$, so the area is coloured light blue, which is the sixth colour in the colour bar from the top.

Figure 1 shows that after the daytime operations, the areas within the Fifth Ring Road differ greatly in the number of available shared bikes, which reflects the city’s imbalanced bike distribution, especially on the whole-city scale. Without rebalancing operations, the imbalanced bike distribution will become increasingly serious and eventually threaten user satisfaction with the company. Figure 2 to Figure 13 plot the imbalanced bike distributions for every day.
Figure 1: Imbalanced distribution of available bikes between different areas of Beijing on 18 May 2018.

from 18 to 29 May 2018. It can be seen that not only is the bike distribution imbalanced every day, but the variation number of shared bikes in each area is not a constant value; that is, for a given area, the variation number generally takes different values on different days.

These findings are intuitively plausible for several reasons. First, because users may refrain from using the network on a certain day as either they are in poor health or they cannot find a working bike available, the total number of trips every day in each area is uncertain. Second, because the choice of commuters to travel by bike is easily affected by the weather, the frequency of cycling trips will be strongly seasonal; in spring and autumn, commuters will be more willing to use shared bikes to complete the beginning or end of their journey, but in summer and winter, they may decide not to cycle at all due to the extreme weather. Finally, commuters may show significantly different patterns in cycling demand on weekdays and weekends, and the characteristics of commuter movement in different areas also have their own behavioural patterns. For example, most commuters need to go to work on weekdays only, which
leads to a huge demand for shared bikes from residential buildings to bus stops or metro/light rail stations, whereas at weekends, shopping, leisure and entertainment venues are more popular destinations, leading to a greater demand for cycling trips in commercial areas. According to the analysis of this company’s data, more than 1.4 million cycling trips per day were made on weekdays, but the number at weekends was only around 0.87 million. Therefore, to more accurately capture and describe these sorts of variations in our study, we consider the variation number of shared bikes in each area to be a stochastic value reflecting different scenarios in different time periods. Thus, considering the stochastic rebalancing demand with the existence of multiple scenarios, the aim of this work is to restore the imbalanced bike distribution among different areas in Beijing through static rebalancing operations. In the next section, we describe the construction of the models for rebalancing operations in detail.

3. Model construction of bike rebalancing operations

In the following, we use \( G = (\mathbb{N}, \mathbb{A}) \) to denote the imbalanced bike distribution of the city as a whole, where \( \mathbb{N} \) is the collection of areas (\( |\mathbb{N}| = N \)) and \( \mathbb{A} \) is the collection of routes between areas. Suppose that there are \( H \) scenarios of imbalanced bike distribution. For each \( h = 1, 2, \cdots, H \) and \( n \in \mathbb{N} \), we use \( d^h_n \) to denote the variation value of area \( n \) in scenario \( h \). Here \( d^h_n > 0 \) means that we need to relocate bikes out of this area and \( d^h_n < 0 \) means that we need to relocate bikes into this area. Note that we should have

\[
\sum_{n \in \mathbb{N}} d^h_n = 0, \quad \forall h = 1, 2, \cdots, H. \tag{2}
\]

We know from the conversations with porters of a bike sharing company that lorries and electric tricycles are two common tools used by the bike sharing company studied. To efficiently conduct static rebalancing, we use a combination of lorries and electric tricycles to rebalance the shared bikes among different areas in this study. Here suppose that each lorry has a capacity of \( \alpha \) and each electric tricycle has capacity \( \beta \). Without loss of generality, we assume that \( \beta = 1 \) as it is the relative capacity between the two types of bike rebalancing vehicle that is of interest. Note that due to the substantial fixed costs of possessing own rebalancing vehicles, bike-sharing companies do not normally purchase them outright but instead hire them. Rebalancing lorries have a larger capacity and are the mainstay of rebalancing operations, but they have a higher rental cost. Bike-sharing companies typically sign a contract with the vehicle rental companies at the beginning of a certain operational period (usually half a year or more) to determine the number of lorries needed and the corresponding rental cost, which cannot be subsequently changed during the operational period once the contract is established. However, due to the stochasticity of rebalancing demand, the company cannot be certain regarding whether the number of lorries rented in advance will meet the actual rebalancing demand, so they will rent electric tricycles to make up for any shortfall. In general, the rental cost of electric tricycles is sensitive to the time-varying (i.e., seasonal) price of electricity and the amount of supply in the rental market. On the basis of these considerations, we assume that the cost for each lorry trip is \( c_l \) and that for each electric tricycle trip...
is $c_e$. We also assume that the time-varying price coefficient is $p_h$ under scenario $h$, which is a variable for electric tricycles and preset to 1 for lorries (again, only the relevant cost is of interest between the two types of rebalancing vehicle).

Recall that the present research goal is to seek a balanced distribution of shared bikes throughout the city. This rebalancing operation requires the transfer of shared bikes between different areas of the city. Picking up and delivering bikes with the rebalancing vehicles takes time, as does driving the rebalancing vehicles from one area to another. Thus, we assume that each rebalancing vehicle only performs one operation per night in this study, which is typically the case in the real setting. The decision variables considered can therefore be represented as follows:

- $y_{ij}$: Number of lorry trips at arc $(i, j) \in A$, which must be determined at the beginning of each period because a long-term contract is required for hiring a lorry. Denote $Y = \{y_{ij} | i, j = 1, 2, \cdots, N\}$.
- $z^h_{ij}$: Number of electric tricycle trips at arc $(i, j) \in A$ in scenario $h$, which is determined at the time of rental because no contract is required for hiring an electric tricycle. Denote $Z = \{z^h_{ij} | i, j = 1, 2, \cdots, N, h = 1, 2, \cdots, H\}$.
- $x^h_{ij}$: Number of bikes moved from node (or area) $i$ to node $j$ in scenario $h$. Denote $X = \{x^h_{ij} | i, j = 1, 2, \cdots, N, h = 1, 2, \cdots, H\}$.

From these, the basic static rebalancing model can be represented as below:

\[
\begin{align*}
\min_{X, Y, Z} & \sum_{i=1}^{N} \sum_{j=1}^{N} c_{ij} y_{ij} + \sum_{h=1}^{H} \sum_{i=1}^{N} \sum_{j=1}^{N} p_h c_e z^h_{ij} \\
\text{s.t.} \quad & \sum_{j=1}^{N} x^h_{ij} = \max \left\{ d^h_{ij}, 0 \right\}, \quad i = 1, 2, \cdots, N, \ h = 1, 2, \cdots, H \\
& \sum_{i=1}^{N} x^h_{ij} = \max \left\{ -d^h_{ij}, 0 \right\}, \quad j = 1, 2, \cdots, N, \ h = 1, 2, \cdots, H \\
& x^h_{ij}, y_{ij}, z^h_{ij} \in Z^+, \ i, j = 1, 2, \cdots, N, \ h = 1, 2, \cdots, H.
\end{align*}
\]  

(3)

The objective of this model is to minimise the total cost of using the lorries and electric tricycles for rebalancing. The first two constraints are aimed at maintaining the balance between supply and demand of bikes in each area under each scenario. The third constraint ensures that the number of shared bikes carried by electric tricycles is equal to the number remaining after all relocations carried out by all lorries. The last constraint guarantees that the decision variables are (encoded as) non-negative integers in the real-world operations.
Theorem 1. The basic model has the following integer linear equivalent form

\[
(P_1) \quad \begin{align*}
\min_{X, Y, Z} & \quad \sum_{i=1}^{N} \sum_{j=1}^{N} c_{ij}y_{ij} + \sum_{h=1}^{H} \sum_{i=1}^{N} \sum_{j=1}^{N} p_h c_{ij} z_{ij}^h \\
\text{s.t.} & \quad \sum_{j=1}^{N} x_{ij}^h = \max\{d_{ij}^h, 0\}, \quad i = 1, 2, \ldots, N, \quad h = 1, 2, \ldots, H \\
& \quad \sum_{i=1}^{N} x_{ij}^h = \max\{-d_{ij}^h, 0\}, \quad j = 1, 2, \ldots, N, \quad h = 1, 2, \ldots, H \\
& \quad x_{ij}^h \leq \alpha y_{ij} + z_{ij}^h, \quad i, j = 1, 2, \ldots, N, \quad h = 1, 2, \ldots, H \\
& \quad x_{ij}^h, y_{ij}, z_{ij}^h \in \mathbb{Z}^+, \quad i, j = 1, 2, \ldots, N, \quad h = 1, 2, \ldots, H.
\end{align*}
\]

Proof. If \((X, Y, Z)\) is the optimal solution of the basic model \((P_0)\), we have \(Z = \max\{X - \alpha Y, 0\}\), which implies that \(X \leq \alpha Y + Z\) and \(Z \geq 0\) such that \((X, Y, Z)\) is a feasible solution of model \((P_1)\). Conversely, if \((X, Y, Z)\) is the optimal solution of model \((P_1)\), we have \(X \leq \alpha Y + Z\) and \(Z \geq 0\), which implies that \(Z \geq \max\{X - \alpha Y, 0\}\). Furthermore, because the objective is to minimise a linear function of \(Z\) with positive coefficients, the equality holds such that \((X, Y, Z)\) is a feasible solution of the basic model \((P_0)\). The proof is completed. \(\square\)

Theorem 2. If \(c_i > \alpha \times c_e\), the optimal solution \((X, Y, Z)\) satisfies that \(X = Z\) and \(Y = 0\).

Proof. Let \((X, Y, Z)\) be an optimal solution. If \(Y > 0\) such that \(y_{ij} \geq 0\) for \(i, j = 1, 2, \ldots, N\), there is at least one pair of indices \((i, j)\) with \(y_{ij} > 0\), we define a new feasible solution \(\overline{X} = X, \overline{Y} = 0, \overline{Z} = \alpha Y + Z\). Because \(c_i > \alpha \times c_e\), we have

\[
F(\overline{X}, \overline{Y}, \overline{Z}) = \sum_{h=1}^{H} \sum_{i=1}^{N} \sum_{j=1}^{N} p_h c_{ij} \left(\alpha y_{ij} + z_{ij}^h\right) = \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha c_e y_{ij} + \sum_{h=1}^{H} \sum_{i=1}^{N} \sum_{j=1}^{N} p_h c_{ij} z_{ij}^h < F(X, Y, Z),
\]

which contradicts the optimality of \((X, Y, Z)\). Furthermore, because the objective is to minimise a linear function of \(Z\) with positive coefficients under constraint \(X \leq Z\), we have \(X = Z\). The proof is completed. \(\square\)

The above theorem indicates that if the rental cost of one lorry is higher than that of \(\alpha\) electric tricycles, the optimal solution is to rent the electric tricycles. In this case, the main rebalancing model \((P_1)\) degenerates to the following
transport model \((P_2)\)

\[
\begin{align*}
\min_{X,Y,Z} & \quad \sum_{h=1}^{H} \sum_{i=1}^{N} \sum_{j=1}^{N} p_h c_{i,j} x_{i,j}^h \\
\text{s.t.} & \quad \sum_{j=1}^{N} x_{i,j}^h = \max \{d_i^h, 0\}, \quad i = 1, 2, \ldots, N, \ h = 1, 2, \ldots, H \\
& \quad \sum_{i=1}^{N} x_{i,j}^h = \max \{-d_j^h, 0\}, \quad j = 1, 2, \ldots, N, \ h = 1, 2, \ldots, H \\
& \quad x_{i,j}^h \in Z^+, \quad i, j = 1, 2, \ldots, N, \ h = 1, 2, \ldots, H.
\end{align*}
\]

Note that the number of decision variables is \((2H + 1) \times N^2\) and the number of constraints is \(H \times (N^2 + 2N)\). For large balancing problems with a higher value of \(N\), we must perform a suitable decomposition into sub-models to speed up the solution procedure. The first sub-model \((P_3)\) below finds the optimal scheduling strategy for lorries and electric tricycles:

\[
\begin{align*}
\min_{Y,Z} & \quad \sum_{i=1}^{N} \sum_{j=1}^{N} c_{i,j} y_{i,j} + \sum_{h=1}^{H} \sum_{i=1}^{N} \sum_{j=1}^{N} p_h c_{i,j} z_{i,j}^h \\
\text{s.t.} & \quad \sum_{j=1}^{N} (a_{i,j} + z_{i,j}^h) \geq \max \{d_i^h, 0\}, \quad i = 1, 2, \ldots, N, \ h = 1, 2, \ldots, H \\
& \quad \sum_{i=1}^{N} (a_{i,j} + z_{i,j}^h) \geq \max \{-d_j^h, 0\}, \quad j = 1, 2, \ldots, N, \ h = 1, 2, \ldots, H \\
& \quad y_{i,j}, z_{i,j}^h \in Z^+, \quad i, j = 1, 2, \ldots, N, \ h = 1, 2, \ldots, H.
\end{align*}
\]

The second sub-model \((P_4)\) finds a feasible balancing strategy \(X\) with a given solution \(Y,Z\):

\[
\begin{align*}
\sum_{j=1}^{N} x_{i,j}^h &= \max \{d_i^h, 0\}, \quad i = 1, 2, \ldots, N, \ h = 1, 2, \ldots, H \\
\sum_{i=1}^{N} x_{i,j}^h &= \max \{-d_j^h, 0\}, \quad j = 1, 2, \ldots, N, \ h = 1, 2, \ldots, H \\
x_{i,j}^h &\leq ay_{i,j} + z_{i,j}^h, \quad i, j = 1, 2, \ldots, N, \ h = 1, 2, \ldots, H \\
x_{i,j}^h &\in Z^+, \quad i, j = 1, 2, \ldots, N, \ h = 1, 2, \ldots, H.
\end{align*}
\]

Theorem 3. If \((X,Y,Z)\) is a feasible solution of model \((P_0)\), then \((Y,Z)\) is a feasible solution of sub-model \((P_3)\).
Proof. For each \( i = 1, 2, \cdots, N \) and \( h = 1, 2, \cdots, H \), we have
\[
\sum_{j=1}^{N} (ay_{ij} + z_{ij}^h) \geq \sum_{j=1}^{N} x_{ij}^h = \max \{d_{ij}^h, 0\},
\]
and for each \( j = 1, 2, \cdots, N \) and \( h = 1, 2, \cdots, H \), we have
\[
\sum_{i=1}^{N} (ay_{ij} + z_{ij}^h) \geq \sum_{i=1}^{N} x_{ij}^h = \max \{-d_{ij}^h, 0\},
\]
which implies that \((Y, Z)\) is a feasible solution of sub-model \((P_3)\). The proof is completed. \( \square \)

**Theorem 4.** If \((Y, Z)\) is an optimal solution of sub-model \((P_3)\) and \(X\) is a feasible solution of sub-model \((P_4)\) with \((Y, Z)\), then \((X, Y, Z)\) is an optimal solution of model \((P_0)\).

**Proof.** Let \((X, Y, Z)\) denote an optimal solution of model \((P_0)\). If there would be another optimal solution \((X_1, Y_1, Z_1)\), it would follow from Theorem 3 that \((Y_1, Z_1)\) would be a feasible solution of model \((P_3)\) with a lower objective value. However, this contradicts the optimality of \((Y, Z)\). The proof is completed. \( \square \)

**Theorem 5.** If \((X, Y, Z)\) is an optimal solution of model \((P_0)\), then \((Y, Z)\) is an optimal solution of model \((P_3)\) and \(X\) is a feasible solution of sub-model \((P_4)\) with \((Y, Z)\).

**Proof.** The feasibility of \(X\) is trivial. Now we prove the optimality on \((Y, Z)\). According to Theorem 3, \((Y, Z)\) is a feasible solution of sub-model \((P_3)\). If there would be another optimal solution \((Y_1, Z_1)\) with lower objective value, denote \(X_1\) as the corresponding feasible solution of sub-model \((P_4)\), then it would follow from Theorem 4 that \((X_1, Y_1, Z_1)\) would be the optimal solution of model \((P_0)\). This contradicts to the optimality of \((X, Y, Z)\). The proof is completed. \( \square \)

As previously discussed, in practical operation and management of a bike-sharing network, the serving company needs to consider the stochastic fluctuation of rebalancing demand in each area under time-varying scenarios. Therefore, by introducing the concept of service satisfaction level into the previous rebalancing model \((P_3)\), we propose a chance constraint rebalancing model \((P_5)\) as follows.

\[
P_5 \begin{cases} 
\min_{Y, Z} \sum_{i=1}^{N} \sum_{j=1}^{N} c_i y_{ij} + \sum_{h=1}^{H} \sum_{i=1}^{N} \sum_{j=1}^{N} p_h c_i z_{ij}^h \\
\text{s.t.} & \Pr \left\{ \sum_{j=1}^{N} (ay_{ij} + z_{ij}^h) \geq \max \{d_{ij}^h, 0\} \right\} \geq \gamma_1, \ i = 1, 2, \cdots, N, \ h = 1, 2, \cdots, H \\
& \Pr \left\{ \sum_{i=1}^{N} (ay_{ij} + z_{ij}^h) \geq \max \{-d_{ij}^h, 0\} \right\} \geq \gamma_2, \ j = 1, 2, \cdots, N, \ h = 1, 2, \cdots, H \\
& y_{ij}, z_{ij}^h \in Z^*, \ i, j = 1, 2, \cdots, N, \ h = 1, 2, \cdots, H. \end{cases}
\]
This model is also set to minimise the total cost of operating multiple rebalancing vehicles. The first two constraints ensure that the capacity of the scheduling strategy of lorries and electric tricycles meets the $\gamma$ level under the stochastic rebalancing demand in each area and scenario, in which $\gamma_1$ is the satisfaction level of the first constraint and $\gamma_2$ is that of the second. In real-world practice, the managers of the bike sharing network have to adjust the value of satisfaction level $\gamma$ according to the current status and business goals of the company. The last constraint simply guarantees that the decision variables are (again, encoded as) non-negative integers.

4. Genetic algorithms based on variable mutation operator with different evolutionary mechanisms

We have introduced a chance constraint integer programming model (P5) as described in Section 3, which can be rather complex to resolve in real-world settings. Heuristic algorithms have demonstrated their strengths over deterministic methods in dealing with large-scale stochastic programming models [34, 35, 36, 37]. Therefore, we employ genetic algorithms that are based on a variable mutation operator with different evolutionary mechanisms to solve this complicated problem. In particular, we utilise multiple squares to form the shape of the chromosome in the genetic algorithms and propose different mechanisms for the genetic processes of crossover, mutation and iterative update. The basic framework of the genetic algorithm-based approach is summarised in Table 2; implementation details of this framework are explained next.

| Step 1: Generate a population with $K$ feasible chromosomes; |
| Step 2: Calculate the fitness value of each chromosome; |
| Step 3: Select two chromosomes randomly to implement the crossover procedure by roulette; |
| Step 4: Select a chromosome randomly to implement the mutation procedure; |
| Step 5: Repeat step 2 to step 4 until the termination condition is reached; |
| Step 6: Calculate the optimal value and obtain the optimal results. |

4.1. Generation of chromosome population

The first step in a genetic algorithm is for the encoding of the chromosomes. In general, the chromosomes may be encoded in a variety of structures, including binary, floating-point and symbolic. In this study, considering the characteristics of the proposed model (P5), we develop a hierarchical square chromosome encoding method, in which the chromosomes are composed of multiple square matrices.

Recall that in model (P5), the decision variables consist of $y_{ij}$ and $z_{hij}$, where $i, j = 1, 2, \ldots, N$, $h = 1, 2, \ldots, H$. Thus, if $y_{ij}$ is a feasible solution of the model, its structure will consist of $N$ rows and $N$ columns. Similarly, if $z_{hij}$ is a feasible solution, it will be made up of $H$ squares, each consisting of $N$ rows and $N$ columns. Therefore, we build the structure of the chromosome with $H+1$ squares. Figure [14] is a schematic diagram of the chromosome structure, in which the first square is the variable of the rebalancing lorries $y_{ij}$ and the following $H$ squares are the variables of the rebalancing electric tricycles $z_{hij}$ under different scenarios; for example, in the second scenario ($h = 2$), the results
of the model will be $y_{ij}$ and $z_{ij}^2$. The proposed genetic algorithm proceeds through the following steps based on the above chromosome structure.

The proposed genetic algorithm proceeds through the following steps based on the above chromosome structure.

![Chromosome structure of decision variables.](image)

**Figure 14:** Chromosome structure of decision variables.

A population of such encoded chromosomes is generated via the application of stochastic simulation. To facilitate understanding, we briefly explain the application process of stochastic simulation (as further details are beyond the scope of this paper). In a chance constraint programming model, a satisfaction level indicator $r$ is typically used to characterise the results. To judge whether the solution expressed by a certain chromosome meets the chance constraint condition during the evolution of the genetic algorithm, the chromosome is subjected to the constraints represented by $N$ random variables. When $r \times N$ constraints satisfy the given validation criteria, we consider that the chromosome meets the constraints; otherwise, it does not. Repeating this process yields a feasible solution of the model. As such, by repeating the above process $K$ times, we can obtain a population containing $K$ feasible chromosomes. Note that readers who wish to further familiarise themselves with stochastic simulation-based genetic algorithms can refer to the work presented in [38] and [34].

### 4.2. Crossover procedure

Chromosome crossover is an important part of a genetic algorithm. A well-designed crossover mechanism enables the solution space of large-scale models to be searched more efficiently, greatly reducing the computational time required for hunting the optimal solution. Considering the need both for the ability of the algorithm to jump out of local optimality and for the efficiency of the local search process, two crossover mechanisms are proposed in this study, namely: point crossover mechanism (PCM) and block crossover mechanism (BCM).

#### 4.2.1. Point crossover mechanism (PCM)

In each iteration of crossover, we select several points randomly in each layer of the chromosome and exchange these points from one chromosome to another. If the chromosomes that have undergone the point exchange procedure all satisfy the constraints of the model, the crossover procedure of this iteration is completed; otherwise, we repeat the PCM. Figure 15 is a schematic diagram of the PCM in the case where two points are exchanged.
4.2.2. Block crossover mechanism (BCM)

Each exchange of gene fragments by PCM only accounts for a relatively small number of genes. To expand the search ability of the genetic algorithm, we can also use BCM. In this process, having selected the chromosomes between which we wish to exchange genes, we randomly select a rectangular block in each layer of each chromosome, and then exchange the genes between the rectangular blocks of two chromosomes. If the chromosomes that have undergone the BCM all satisfy the constraints of the model, the crossover procedure of this iteration is completed; otherwise, we repeat the BCM. Figure 16 shows a schematic diagram of BCM.
In implementation, a specific control is exercised such that at initial stages, if PCM or BCM fails to satisfy the constraints in an iteration, the crossover procedure is repeated, and that if a satisfactory solution is yet not found after conducting the process for a fixed number of times (five in the present study), the algorithm will exit from the crossover iteration and move to the next procedure.

4.3. Chromosome update mechanism

The optimal solution of the chromosomes in the given population will change after running the crossover procedure; that is, sometimes the solution will be better than before, sometimes worse. Most commonly, the solution is directly updated with the iterative solution after each iteration, regardless of whether the optimality of the solution improves, which is known as the direct update mechanism (DUM) in the literature. However, this may cause the solution to converge too slowly. To improve upon this update mechanism, we set the algorithm only to update the chromosomes as the value of the iterative solution is better than the previous iteration; otherwise, we re-execute the crossover operation. We refer to this as improved update mechanism (IUM) hereafter. These two mechanisms have their own strengths: DUM increases the diversity of the solution search, while IUM accelerates the convergence of the algorithm.

4.4. Mutation procedure

Mutation is another essential procedure of genetic algorithms that helps to improve the results within local feasible areas. In this study, as consider the mutation operator as a variable in the genetic algorithm, by introducing two mutation mechanisms to enhance its local search power.

In particular, when running each iteration of mutation, we (i) select a few points of a certain chromosome in each layer randomly, and then (ii) subtract a random number of points given by the positive integer $\delta^i_k, k = 1, 2, \cdots, H + 1$, where $t$ represents the total number of points selected in step (i). At each selected location, $\delta^i_k$ does not exceed the number of selected points $t$. If the mutant chromosome satisfies the constraints of the model, the mutation procedure is completed. However, if the constraints are not satisfied, we replace the number of subtracted points $\delta^i_k$ by half of itself, i.e., $\delta^i_{new} = \lfloor \delta^i_{old}/2 \rfloor$, where $\lfloor \cdot \rfloor$ represents the floor integer transformation of the variable in the square brackets, and repeat the deletion procedure until all constraints are satisfied. Because we subtract $\delta^i_k$ from its original value every time, we call this mutation process directional mutation mechanism (DMM). Although DMM is of the ability of faster convergence, it may be easy to fall into a local optimal solution. Therefore, we propose another mutation mechanism, in which every time we mutate a chromosome, we add $\delta^i_k$ to the original value with a probability of 50%, or subtract $\delta^i_k$ from the original value, again with a probability of 50%. We call this non-directional mutation mechanism (NMM).

If both mutation procedures fail to find a feasible solution, we narrow the range of gene mutation by selecting only one point randomly in each layer of the chromosome. If these mutation procedures still fail to satisfy the constraints, we repeat the process until a feasible solution of the model is found. Note that in the following investigations, most
mutation operations are implemented using two points or a single point in each layer of the chromosome. Figures 17 and 18 illustrate the schematic diagrams of the two-point and single-point mutation mechanism, respectively.

So far we have proposed two crossover mechanisms (PCM and BCM), two update mechanisms (DUM and IUM) and two mutation mechanisms (NMM and DMM). By combining these mechanisms, we can obtain eight genetic algorithms with different evolutionary characteristic, as listed in Table 3. The resulting algorithms each have their own strengths, though it is difficult to generally predict which is most suitable for the rebalancing operations of bike sharing networks. We verify these algorithms in terms of their potential suitability with regard to a realistic network in the next section.
Table 3: Eight genetic algorithms with different evolution mechanisms

<table>
<thead>
<tr>
<th>Name</th>
<th>Combination of mechanisms</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA1</td>
<td>PCM + DUM + NMM</td>
</tr>
<tr>
<td>GA2</td>
<td>PCM + DUM + DMM</td>
</tr>
<tr>
<td>GA3</td>
<td>PCM + IUM + NMM</td>
</tr>
<tr>
<td>GA4</td>
<td>PCM + IUM + DMM</td>
</tr>
<tr>
<td>GA5</td>
<td>BCM + DUM + NMM</td>
</tr>
<tr>
<td>GA6</td>
<td>BCM + DUM + DMM</td>
</tr>
<tr>
<td>GA7</td>
<td>BCM + IUM + NMM</td>
</tr>
<tr>
<td>GA8</td>
<td>BCM + IUM + DMM</td>
</tr>
</tbody>
</table>

5. Parameter tuning and case study

In this section, we first introduce the process of adjusting the parameters of the genetic algorithms to run and then, use a real-world example to identify which genetic algorithm specification may be the most suitable for static bike rebalancing operations, taking the whole city of Beijing as the case-study area.

5.1. Parameter tuning for proposed algorithms

The parameters that need to be tuned in a genetic algorithm include the number of iterations $T$, the number of chromosomes in the population $K$, the crossover rate $Cr$ and the mutation rate $Cm$. Below we use GA1 as an example to illustrate the adjustment process of these parameters. Note that all implemented systems are run on a Windows 10 personal computer, with an i7-8550u CPU and 32 GB memory, using the software Matlab, version 2019a.

The first parameter to tune is the appropriate number of iterations. We consider the optimal value to have been reached when the population no longer changes from one iteration to the next. Initially, the maximum number of iterations allowed is set to 5000 while recording the best objective value obtained so far over the iterations, as shown in Figure 19. From the figure we can see that as GA1 continues to iterate, the improvement gained from fine-tuning the iteration number gradually slows down. We observe that the best value is essentially unchanged after the number of iterations exceeds 2500, so for GA1 we set $T=2500$ as the number of iterations in the following research.

Then, using 2500 iterations, we re-run GA1 with the number of populations set to 10, 30, 50, 70 and 90. The obtained results are compared in Figure 20. From this figure we can see that when the number of populations is 10, GA1 converges very slowly, and as the number of populations is increased to 30, 50, 70 and 90, the convergence accelerates. However, the price paid (the total computation time of 2500 iterations and the unit computation time of each iteration) also significantly increases, as shown in Table 4. Because the convergence speeds in the last four cases (where the population size, popsize = 30, 50, 70, 90) are all fairly similar when the algorithm is iterated to 2500 generations, it is therefore appropriate to set popsize = 30 in GA1, to have a trade off between effectiveness and efficiency.

Finally, we move to determine the appropriate values of crossover rate and mutation rate, through two steps while fixing $T = 2500$ and $K = 30$. In the first step, we vary both crossover rate and mutation rate, allowing each to
Figure 19: Determination of optimal number of iterations.

Figure 20: Selection of appropriate population size.

Table 4: Iteration time given different popsizes

<table>
<thead>
<tr>
<th>popsize</th>
<th>10</th>
<th>30</th>
<th>50</th>
<th>70</th>
<th>90</th>
</tr>
</thead>
<tbody>
<tr>
<td>time(s)</td>
<td>961.9</td>
<td>3,944.6</td>
<td>20,579.3</td>
<td>22,672.4</td>
<td>29,846.0</td>
</tr>
<tr>
<td>total computation time</td>
<td>0.385</td>
<td>1.578</td>
<td>8.232</td>
<td>9.069</td>
<td>11.938</td>
</tr>
</tbody>
</table>

Independently take values of 0.1, 0.3, 0.5, 0.7 and 0.9. For example, when we set the parameter combination of GA1 to $Cr = 0.1$ and $Cm = 0.1$ (with $T = 2500$ and $K = 30$), we obtain the objective value of the model being 223,836, as listed in Table 5. Then we set the crossover rate and mutation rate to each of the other possible combinations...
and recalculate the objective values, which are likewise listed in Table 5. From this table it can be seen that the best objective value amongst them is reached when \( Cr = 0.7 \) and \( Cm = 0.9 \), through this first step. Then, based on this parameter combination, we narrow the interval of the parameters, and then recalculate the objective values under various parameter combinations to obtain the values as recorded in Table 6. Now we can see that the objective value is still best when \( Cr = 0.7 \) and \( Cm = 0.9 \). Therefore, through the above two-step parameter tuning, we obtain the optimal parameter combination of GA1 as \( T = 2500 \), \( K = 30 \), \( Cr = 0.7 \), and \( Cm = 0.9 \).

### Table 5: First tuning step of \( Cr \) and \( Cm \)

<table>
<thead>
<tr>
<th>Objective value</th>
<th>Crossover rate</th>
<th>Mutation rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0.1 )</td>
<td>223,836</td>
<td>0.1</td>
</tr>
<tr>
<td>( 0.3 )</td>
<td>135,460.5</td>
<td>0.3</td>
</tr>
<tr>
<td>( 0.5 )</td>
<td>87,090</td>
<td>0.5</td>
</tr>
<tr>
<td>( 0.7 )</td>
<td>80,312.5</td>
<td>0.7</td>
</tr>
<tr>
<td>( 0.9 )</td>
<td>83,605</td>
<td>0.9</td>
</tr>
</tbody>
</table>

### Table 6: Second tuning step of \( Cr \) and \( Cm \)

<table>
<thead>
<tr>
<th>Objective value</th>
<th>Crossover rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0.85 )</td>
<td>51,355.5</td>
</tr>
<tr>
<td>( 0.875 )</td>
<td>50,383</td>
</tr>
<tr>
<td>( 0.9 )</td>
<td>60,423.5</td>
</tr>
<tr>
<td>( 0.925 )</td>
<td>64,443.5</td>
</tr>
<tr>
<td>( 0.95 )</td>
<td>62,981.5</td>
</tr>
</tbody>
</table>

Now, we use the same method to tune the optimal parameter combinations for the other seven genetic algorithms, with results recorded in Table 7. Having established the optimal parameters of the eight algorithms, we next determine which algorithm performs the best in coping with a real-world problem of bike-sharing rebalancing.

### Table 7: Optimised parameters of eight genetic algorithms

<table>
<thead>
<tr>
<th>Name</th>
<th>( T )</th>
<th>( K )</th>
<th>( Cr )</th>
<th>( Cm )</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA1</td>
<td>2500</td>
<td>30</td>
<td>0.7</td>
<td>0.9</td>
</tr>
<tr>
<td>GA2</td>
<td>2500</td>
<td>30</td>
<td>0.65</td>
<td>0.85</td>
</tr>
<tr>
<td>GA3</td>
<td>2500</td>
<td>30</td>
<td>0.6</td>
<td>0.8</td>
</tr>
<tr>
<td>GA4</td>
<td>2500</td>
<td>30</td>
<td>0.7</td>
<td>0.75</td>
</tr>
<tr>
<td>GA5</td>
<td>2500</td>
<td>30</td>
<td>0.8</td>
<td>0.7</td>
</tr>
<tr>
<td>GA6</td>
<td>2500</td>
<td>30</td>
<td>0.75</td>
<td>0.8</td>
</tr>
<tr>
<td>GA7</td>
<td>2500</td>
<td>30</td>
<td>0.7</td>
<td>0.85</td>
</tr>
<tr>
<td>GA8</td>
<td>2500</td>
<td>30</td>
<td>0.75</td>
<td>0.85</td>
</tr>
</tbody>
</table>

### 5.2. Case study

In this section, we compare the proposed genetic algorithms themselves, based on the use of the optimal parameters of Table 7 and also with an existing popular software package that represents the state-of-the-art deterministic
algorithms in solving a real-world bike-sharing rebalancing problem. The operational situation and data sources of the bike-sharing company are as described in Section 2. The data used in this case study covers 74 days of the company’s operation in 2018, including 51 weekdays and 23 weekends days. We divide the whole of Beijing city into 29 areas, of which 25 are shown in Figure 1 in Section 2; the other four are the parts that lie beyond that map to the east, south, west and north, respectively. We utilise the daily cycling trip data to calculate the rebalancing demands in these 29 areas and divide the rebalancing demand data of the 74 days into two groups: weekdays and weekends.

As an alternative to our chance constrain planning model (P5), namely model (P3), may be implemented using optimisation software packages such as Cplex, Gurobi and Mosek. Based on availability, we use Gurobi 9.0.0 as an example to show why this type of optimisation software is not applicable in realistic bike-sharing operations. Since any lease contract for lorries must be signed in advance, we can obtain an exact description for the input to model (P3) using historical rebalancing demand data. In particular, to avoid potential bias, we take the average value of rebalancing demand as the input and use Gurobi to obtain the number of lorries and electric tricycles required, for comparison. After that, we feed the computed results back to model (P3) to calculate the satisfaction level of those constraints involved, per day. Figure 21 shows the resulting daily satisfaction level. We can see that based on the average historical rebalancing demand, the results obtained from model (P3) fluctuate greatly from day to day, in terms of the satisfaction level. The average value of the 74 days’ satisfaction level is a mere 66.6%, which is far below the company’s target satisfaction level of 80%. Thus, whilst the optimisation software may obtain the optimal solution of a deterministic model, such a solution is not suitable for scheduling the real-world rebalancing operations, especially when the rebalancing demand is a stochastic variable with multi-scenario characteristics.

![Figure 21: Satisfaction level of solutions calculated by Gurobi software package.](image)

In the following, we experimentally investigate the effects of applying the chance constraint model P5 based on the proposed genetic algorithms, to the same given real-world problem. This is to be based on the experimental conditions
described and results achieved so far, in terms of rebalancing demand data over the period of 74 days, including: 29 areas and two rebalancing scenarios, and the optimal parameter combinations of the eight genetic algorithms given in Table [7]. We take the real rebalancing demands as input data and compute the solutions using each of the proposed eight algorithms. The results are shown in Figure [22].

![Figure 22: Objective values computed by eight genetic algorithms for a real-world problem case.](image)

The baseline satisfaction level $\gamma$ is set to 80%, reflecting the true level desired by the bike-sharing servicing company. It is clear from the results that the satisfaction levels gained from resolving the proposed model using either of the eight methods are all higher than 80%. This shows the effectiveness of the present approach.

In addition, we compare the effectiveness of the individual evolutionary mechanisms by examining the results of the eight genetic algorithms as provided in Figure [22]. From which, we can draw several important conclusive observations:

- Among the proposed eight genetic algorithms, GA1 is able to obtain the most favourable results when each iterates to 2500 generations.
- Genetic algorithms that adopt BCM show better convergence than the others, only requiring iterations to be carried out till the 500th generation while the calculation is also faster, which is ideal for companies that must make rapid rebalancing decisions under pressure of time.
- From the optimal solutions obtained by all these algorithms investigated, certain methods that use BCM yield better results than those using PCM, indicating that the combined use of update and mutation mechanisms can enable a genetic algorithm to jump out of local optimal solutions.

6. Conclusion

We have studied the challenging problem of imbalanced distribution of bikes in a bike-sharing network from the entire-city perspective. First, by analysing the real operational data of a bike-sharing company in Beijing, we found that the rebalancing demand in each area has stochastic characteristics with multiple demand scenarios. Second, we
established an integer programming model to resolve the static rebalancing problem, which takes multiple rebalancing vehicles with time-varying rental costs into consideration. We demonstrated the inherent properties of the proposed approach, via the adoption of a chance constraint programming model, while revealing the inability of deterministic programming models to solve realistic problems. In addition, we designed eight stochastic simulation-based genetic algorithms running on variable mutation operators together with different evolutionary mechanisms to address the real-world bike-sharing rebalancing problem. The results have demonstrated that among the proposed genetic algorithms, those with block crossover mechanism have stronger convergence ability and are more suitable for companies that must take rebalancing operational decisions promptly. We have also shown that the update and mutation mechanisms enable the implemented algorithms to jump out of local optimal solutions.

The underlying general ideas of the proposed approach not only can be applied in the field of rebalancing operations of shared bikes, but also can be adapted to deal with similar problems in other industrial settings where asymmetric demand patterns may appear in the operational areas, such as rebalancing the batteries of shared cars and shared electric bicycles as well as shared power bank or umbrella across a given metropolitan city.

Future studies will focus on the rebalancing operations under dynamic rebalancing scenarios, the location and inventory design of bike sharing system and reinforce the design of the operators in different heuristic algorithms, such as ant colony algorithm, particle swarm algorithm and adaptive large neighborhood search algorithm.
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