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Abstract—There has been great interest in developing methodologies which are capable of dealing with imprecision and uncertainty. The large amount of research currently being carried out in fuzzy and rough sets is representative of this. Many deep relationships have been established and recent studies have concluded at the complementary nature of the two methodologies. Therefore, it is desirable to extend and hybridize the underlying concepts to deal with additional aspects of data imperfection. Such developments offer a high degree of flexibility and provide robust solutions and advanced tools for data analysis. Fuzzy-rough set-based feature selection has been shown to be highly useful at reducing data dimensionality, but possesses several problems that render it ineffective for large datasets. This paper proposes three new approaches to fuzzy-rough feature selection based on fuzzy similarity relations. In particular, a fuzzy extension to crisp discernibility matrices is proposed and utilized. Initial experimentation shows that the methods greatly reduce dimensionality whilst preserving classification accuracy.
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I. INTRODUCTION

FEATURE selection (FS) [7], [15] addresses the problem of selecting those input features that are most predictive of a given outcome; a problem encountered in many areas of computational intelligence. Unlike other dimensionality reduction methods, feature selectors preserve the original meaning of the features after reduction. This has found application in tasks that involve datasets containing huge numbers of features (in the order of tens of thousands) which, for some learning algorithms, might be impossible to process further. Recent examples include text processing and web content learning algorithms which are capable of dealing with imprecision and uncertainty - the difference being the type of uncertainty and their approach to it; fuzzy sets are concerned with vagueness, rough sets are concerned with indiscernibility. Many deep relationships have been established and more so, most of the recent studies have concluded at this complementary nature of the two methodologies, especially in the context of granular computing. Therefore, it is desirable to extend and hybridize the underlying concepts to deal with additional aspects of data imperfection. Such developments offer a high degree of flexibility and provide robust solutions and advanced tools for data analysis [16].

Fuzzy-rough feature selection (FRFS) provides a means by which discrete or real-valued noisy data (or a mixture of both) can be effectively reduced without the need for user-supplied information. Additionally, this technique can be applied to data with continuous or nominal decision attributes, and as such can be applied to regression as well as classification datasets. The only additional information required is in the form of fuzzy partitions for each feature which can be automatically derived from the data. However, there are several problems with the approach from theoretical and practical viewpoints that motivate further developments in this area. This paper proposes three new methods for fuzzy-rough feature selection that address these problems and provide robust strategies for dimensionality reduction. In particular, the notion of the fuzzy discernibility matrix is proposed for computing reductions.

This paper is structured as follows. The theoretical background is given in section II, providing necessary details for crisp rough set theory, discernibility matrices and fuzzy-rough concepts. In the third section, the new developments for fuzzy-rough feature selection are presented: fuzzy lower approximation-based, fuzzy boundary region-based and fuzzy discernibility matrix-based approaches are discussed. Some initial experimentation is provided in section IV. The paper is concluded in section V.
II. Theoretical Background

Rough Set Attribute Reduction (RSAR) [5] provides a filter-based tool by which knowledge may be extracted from a domain in a concise way; retaining the information content whilst reducing the amount of knowledge involved. The main advantage that rough set analysis has is that it requires no additional parameters to operate other than the supplied data [10]. It works by making use of the granularity structure of the data only. This is a major difference when compared with Dempster-Shafer theory [25] and fuzzy set theory which require probability assignments and membership values respectively. However, this does not mean that no model assumptions are made. In fact, by using only the given information, the theory assumes that the data is a true and accurate reflection of the real world (which may not be the case). The numerical theory assumes that the data is a true and accurate reflection of the real world (which may not be the case). The numerical theory assumes that the data is a true and accurate reflection of the real world (which may not be the case).

An example dataset is given in table I to illustrate the concepts involved. Here, the table consists of four conditional assumptions to a minimum. Other contextual aspects of the data are ignored which may seem to be a significant omission, but keeps model assumptions to a minimum.

An example dataset is given in table I to illustrate the concepts involved. Here, the table consists of four conditional assumptions to a minimum. Other contextual aspects of the data are ignored which may seem to be a significant omission, but keeps model assumptions to a minimum.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>AN EXAMPLE DATASET</th>
</tr>
</thead>
<tbody>
<tr>
<td>x ∈ U</td>
<td>a b c d e</td>
</tr>
<tr>
<td>0</td>
<td>S R T T R</td>
</tr>
<tr>
<td>1</td>
<td>R S S T</td>
</tr>
<tr>
<td>2</td>
<td>T R R S</td>
</tr>
<tr>
<td>3</td>
<td>S S R T</td>
</tr>
<tr>
<td>4</td>
<td>R S T R</td>
</tr>
<tr>
<td>5</td>
<td>T T R S</td>
</tr>
<tr>
<td>6</td>
<td>T S S S</td>
</tr>
<tr>
<td>7</td>
<td>R S S R</td>
</tr>
</tbody>
</table>

A. Rough Set Feature Selection

Central to RSAR is the concept of indiscernibility. Let \( I = (U, \mathcal{A}) \) be an information system, where \( U \) is a non-empty set of finite objects (the universe of discourse) and \( \mathcal{A} \) is a non-empty finite set of attributes such that \( a : U \rightarrow V_a \) for every \( a \in \mathcal{A} \). \( V_a \) is the set of values that attribute \( a \) may take. With any \( P \subseteq \mathcal{A} \) there is an associated equivalence relation \( \text{IND}(P) \):

\[
\text{IND}(P) = \{ (x, y) \in U^2 | \forall a \in P, a(x) = a(y) \} \tag{1}
\]

The partition of \( U \), generated by \( \text{IND}(P) \) is denoted \( U/\text{IND}(P) \) (or \( U/\text{IND} \) for simplicity) and can be calculated as follows:

\[
\frac{U}{\text{IND}(P)} = \bigotimes \{ \frac{U}{\text{IND}(\{ a \})} | a \in P \}, \tag{2}
\]

where \( \bigotimes \) is specifically defined as follows for sets \( A \) and \( B \):

\[
A \otimes B = \{ X \cap Y | X \in A, Y \in B, X \cap Y \neq \emptyset \} \tag{3}
\]

If \( (x, y) \in \text{IND}(P) \), then \( x \) and \( y \) are indiscernible by attributes from \( P \). The equivalence classes of the \( P \)-indiscernibility relation are denoted \( [x]_P \). For the illustrative example, if \( P = \{b, c\} \), then objects 1, 6 and 7 are indiscernible; as are objects 0 and 4. \( \text{IND}(P) \) creates the following partition of \( U \):

\[
\frac{U}{\text{IND}(P)} = \frac{U}{\text{IND}(\{ b \})} \otimes \frac{U}{\text{IND}(\{ c \})} = \{ \{0, 2, 4\}, \{1, 3, 6, 7\}, \{5\} \} \otimes \{ \{2, 3, 5\}, \{1, 6, 7\}, \{0, 4\} \} = \{ \{2\}, \{0, 4\}, \{3\}, \{1, 6, 7\}, \{5\} \}
\]

Let \( X \subseteq U \). \( X \) can be approximated using only the information contained within \( P \) by constructing the \( P \)-lower and \( P \)-upper approximations of \( X \):

\[
\underline{P}X = \{ x \in U | [x]_P \subseteq X \} \tag{4}
\]

\[
\overline{P}X = \{ x \in U | [x]_P \cap X \neq \emptyset \} \tag{5}
\]

The tuple \((\underline{P}X, \overline{P}X)\) is called a rough set. Let \( P \) and \( Q \) be sets of attributes inducing equivalence relations over \( U \), then the positive, negative and boundary regions can be defined as:

\[
\text{POS}_P(Q) = U \setminus \bigcup_{x \in U/Q} \underline{P}X
\]

\[
\text{NEG}_P(Q) = U \setminus \bigcup_{x \in U/Q} \overline{P}X
\]

\[
\text{BND}_P(Q) = U \setminus \{0, 4\} \setminus \{2, 3, 5\} \tag{6}
\]

This means that objects 2, 3 and 5 cannot be classified as belonging to a class in attribute \( e \), when considering attributes \( b \) and \( c \). The rest of the objects cannot be classified as the information that would make them discernible is absent.

An important issue in data analysis is discovering dependencies between attributes. Intuitively, a set of attributes \( Q \) depends totally on a set of attributes \( P \), denoted \( P \Rightarrow Q \), if all attribute values from \( Q \) are uniquely determined by values of attributes from \( P \). If there exists a functional dependency between values of \( Q \) and \( P \), then \( Q \) depends totally on \( P \). In rough set theory, dependency is defined in the following way:

For \( P, Q \subseteq \mathcal{A} \), it is said that \( Q \) depends on \( P \) in a degree \( k \) (\( 0 \leq k \leq 1 \)), denoted \( P \Rightarrow_k Q \), if

\[
k = \gamma_P(Q) = \frac{\text{POS}_P(Q)}{|U|} \tag{6}
\]

If \( k = 1 \), \( Q \) depends totally on \( P \), if \( 0 < k < 1 \). \( Q \) depends partially (in a degree \( k \)) on \( P \), and if \( k = 0 \) then \( Q \) does not depend on \( P \). In the example, the degree of dependency of attribute \( \{ e \} \) on the attributes \( \{b, c\} \) is:

\[
\gamma_{\{b, c\}}(\{e\}) = \frac{\text{POS}_{\{b, c\}}(\{e\})}{|U|}
\]
The goal of RSAR is to discover reducts, elements of which are those attributes that cannot be eliminated without affecting the dependency degree. Hence, a minimal subset if \( \gamma \) is removed from the set of considered conditional attributes, the attribute is. If the significance is 0, then the attribute is dispensable. More formally, given \( P, Q \) and an attribute \( a \in P, \)

\[
\sigma_P(Q, a) = \gamma_P(Q) - \gamma_{P \setminus \{a\}}(Q)
\]  

(7)

1) Reduction Method: The reduction of attributes is achieved by comparing equivalence relations generated by sets of attributes. Attributes are removed so that the reduced set provides the same predictive capability of the decision set. For many tasks (for example, \( \{\} \)), attempts to calculate reducts without exhaustively generating all possible subsets. It starts off with an empty set and adds in turn, one at a time, those attributes that result in the greatest increase in the rough set dependency metric, until this produces its maximum possible value for the dataset. The heuristic used is based on equation (7), where \( \sigma_{P \cup \{a\}}(Q, a) \) is evaluated for each attribute, given reduct candidate \( P \). Other such techniques may be found in [21], [22].

**QUICKREDUCT**($C, D$), \( C \), the set of all conditional attributes; \( D \), the set of decision attributes.

\[
\begin{align*}
1) & \quad R \leftarrow \{\} \\
2) & \quad \text{do} \\
3) & \quad T \leftarrow R \\
4) & \quad \text{foreach } x \in (C - R) \quad \text{if } \gamma_{R \cup \{x\}}(D) > \gamma_T(D) \\
5) & \quad T \leftarrow R \cup \{x\} \\
6) & \quad R \leftarrow T \\
7) & \quad \text{until } \gamma_R(D) = \gamma_C(D) \\
8) & \quad \text{return } R
\end{align*}
\]

Fig. 1. The **QUICKREDUCT** Algorithm

According to the **QUICKREDUCT** algorithm, the dependency degree of the addition of each attribute to the current reduct candidate (initially empty) is calculated, and the best candidate chosen. This process continues until the dependency of the subset equals the consistency of the dataset (1 if the dataset is consistent). The generated reduct shows the way of reducing the dimensionality of the original dataset by eliminating those conditional attributes that do not appear in the set.

Determining the consistency of the entire dataset is reasonable for many datasets. However, it may be infeasible for very large data, so alternative stopping criteria may have to be used. One such criterion could be to terminate the search when there is no further increase in the dependency measure [5].

This, however, is not guaranteed to find a true reduct, i.e. one that is of minimal cardinality. Using the dependency function to discriminate between candidates may lead the search down a non-minimal path. It is impossible to predict which combinations of attributes will lead to an optimal reduct based on changes in dependency with the addition or deletion of single attributes. It does result in a close-to-minimal subset, though, which is still useful in greatly reducing dataset dimensionality.

### B. Discernibility Matrix Approach

Many applications of rough sets to feature selection make use of discernibility matrices for finding reducts. A discernibility matrix [14], [26] of a decision table \( D = (U, C \cup D) \) is a symmetric \( |U| \times |U| \) matrix with entries defined:

\[
c_{ij} = \{ a \in C | a(x_i) \neq a(x_j) \} \quad i, j = 1, ..., |U|
\]  

(10)

Each \( c_{ij} \) contains those attributes that differ between objects \( i \) and \( j \). For finding reducts, the decision-relative discernibility...
matrix is of more interest. This only considers those object discernibilities that occur when the corresponding decision features differ. Returning to the example dataset, the decision-relative discernibility matrix found in Table II is produced. For example, it can be seen from Table I that objects 0 and 1 differ in each attribute. Although some attributes in objects 1 and 3 differ, their corresponding decisions are the same so no entry appears in the decision-relative matrix. Grouping all entries containing single features forms the core of the dataset (those features appearing in every reduct). Such entries imply that at least two objects can only be distinguished by this feature alone, and so must appear in all reducts. Here, the core of the dataset is \{d\}.

From this, the discernibility function can be defined. This is a concise notation of how each object within the dataset may be distinguished from the others. A discernibility function \(f_D\) is a boolean function of \(m\) boolean variables \(a_1, \ldots, a_m\) (corresponding to the attributes \(a_1, \ldots, a_m\)) defined as below:

\[
f_D(a_1, \ldots, a_m) = \bigwedge \{c_{ij} \mid 1 \leq j \leq i \leq \lbrack U, c_{ij} \neq \emptyset \} \tag{11}
\]

where \(c_{ij} = \{a^* \mid a \in c_{ij}\}\). By finding the set of all prime implicants [26] of the discernibility function, all the minimal reducts of a system may be determined.

From Table II, the decision-relative discernibility function is (with duplicates removed):

\[
f_D(a, b, c, d) = \{a \lor b \lor c \lor d\} \land \{a \lor c \lor d\} \land \{b \lor c\} \\
\land \{d\} \land \{a \lor b \lor c\} \land \{a \lor b \lor d\} \\
\land \{b \lor c \lor d\} \land \{a \lor d\}
\]

Further simplification can be performed by removing those sets that are supersets of others:

\[
f_D(a, b, c, d) = \{b \lor c\} \land \{d\}
\]

The reducts of the dataset may be obtained by converting the above expression from conjunctive normal form to disjunctive normal form (without negations). Hence, the minimal reducts are \{b, d\} and \{c, d\}. Although this is guaranteed to discover all minimal subsets, it is a costly operation rendering the method impractical for even medium-sized datasets.

For certain applications, a single minimal subset is all that is required for data reduction. For example, dimensionality reduction within text classification tends to use only one subset to remove unnecessary keywords [11]. This has led to approaches that consider finding individual shortest prime implicants from the discernibility function. A common method is to incrementally add those attributes that occur with the most frequency in the function, removing any clauses containing the attributes, until all clauses are eliminated [17], [32]. However, even this does not ensure that a minimal subset is found - the search can proceed down non-minimal paths.

C. Fuzzy-Rough Feature Selection

The RSAR process described previously can only operate effectively with datasets containing discrete values. Additionally, there is no way of handling noisy data. As most datasets contain real-valued attributes, it is necessary to perform a discretization step beforehand. This is typically implemented by standard fuzzification techniques [24], enabling linguistic labels to be associated with attribute values. It also aids the modelling of uncertainty in data by allowing the possibility of the membership of a value to more than one linguistic label. However, membership degrees of attribute values to fuzzy sets are not exploited in the process of dimensionality reduction. By using fuzzy-rough sets [9], [19], it is possible to use this information to better guide feature selection [13].

1) Fuzzy Equivalence Classes: In the same way that crisp equivalence classes are central to rough sets, fuzzy equivalence classes are central to the fuzzy-rough set approach [9], [29], [39]. For typical applications, this means that the decision values and the conditional values may all be fuzzy. The concept of crisp equivalence classes can be extended by the inclusion of a fuzzy similarity relation \(S\) on the universe, which determines the extent to which two elements are similar in \(S\). The usual properties of reflexivity \((\mu_S(x, x) = 1)\), symmetry \((\mu_S(x, y) = \mu_S(y, x))\) and \(T\)-transitivity \((\mu_S(x, z) \geq \mu_S(x, y) \land \mu_S(y, z))\) hold.

The family of normal fuzzy sets produced by a fuzzy partitioning of the universe of discourse can play the role of fuzzy equivalence classes [9]. Consider the crisp partitioning of a universe of discourse, \(U\), by the attributes in \(Q\): \(U/Q = \{\{1,3,6\},\{2,4,5\}\}\). This contains two equivalence classes \(\{1,3,6\}\) and \(\{2,4,5\}\) that can be thought of as degenerated fuzzy sets, with those elements belonging to the class possessing a membership of one, zero otherwise. For the first class, for instance, the objects 2, 4 and 5 have a membership of zero. Extending this to the case of fuzzy equivalence classes is straightforward: objects can be allowed to assume membership values, with respect to any given class, in the interval \([0,1]\).

2) Fuzzy-Rough Sets: There have been two main lines of thought in the hybridization of fuzzy and rough sets, the constructive approach and the axiomatic approach. A general framework for the study of fuzzy-rough sets from both of these viewpoints is presented in [42]. For the constructive approach, generalized lower and upper approximations are defined based on fuzzy relations. Initially, these were fuzzy similarity/equivalence relations [9] but have since been extended to arbitrary fuzzy relations [42]. The axiomatic approach is primarily for the study of the mathematical properties of fuzzy-rough sets [36]. Here, various classes of fuzzy-rough approximation operators are characterized by different sets of axioms that guarantee the existence of types of fuzzy relations producing the same operators.

An original definition for fuzzy \(P\)-lower and \(P\)-upper approximations was given as follows [9]:

\[
\mu_{\underline{P}F}(x) = \inf_{\bar{X}} \max_{x} \{1 - \mu_{F}(x), \mu_{\bar{X}}(x)\} \quad \forall i \tag{12}
\]

\[
\mu_{\overline{P}F}(x) = \sup_{\underline{X}} \min_{x} \{\mu_{F}(x), \mu_{\underline{X}}(x)\} \quad \forall i \tag{13}
\]

where \(F_i\) is a fuzzy equivalence class and \(X\) is the (fuzzy) concept to be approximated. The tuple \((\underline{P}X, \overline{P}X)\) is called a fuzzy-rough set. These definitions diverge a little from the crisp upper and lower approximations, as the memberships
of individual objects to the approximations are not explicitly available. As a result of this, the fuzzy lower and upper approximations are redefined as [12]:

\[
\mu_{\bar{P}}(x) = \sup_{F \in \mathcal{U}/P} \min_{y \in \mathcal{U}} \{1 - \mu_F(y), \mu_X(y)\} \\
\mu_{\bar{T}}(x) = \sup_{F \in \mathcal{U}/P} \min_{y \in \mathcal{U}} \{\mu_F(y), \mu_X(y)\}
\]

(14) (15)

It can be seen that these definitions degenerate to traditional rough sets when all equivalence classes are crisp [11].

Also defined in the literature are rough-fuzzy sets [9], which can be seen to be a particular case of fuzzy-rough sets. A rough-fuzzy set is a generalization of a rough set, derived from the approximation of a fuzzy set in a crisp approximation space. In [38] it is argued that, to be consistent, the approximation of a crisp set in a fuzzy approximation space should be called a fuzzy-rough set, and the approximation of a fuzzy set in a crisp approximation space should be called a rough-fuzzy set, making the two models complementary. In this framework, the approximation of a fuzzy set in a fuzzy approximation space is considered to be a more general model, unifying the two theories. However, most researchers consider the traditional definition of fuzzy-rough sets in [9] as standard.

The specific use of \(\min\) and \(\max\) operators in the definitions above is expanded in [23], where a broad family of fuzzy-rough sets is constructed, each member represented by a particular implicator and t-norm. The properties of three well-known implicators (\(S\)-, \(R\)-, and \(QL\)-implicators) are investigated. Further investigations in this area can be found in [8], [29], [37], [42].

3) 

Fuzzy-Rough Reduction Process: Fuzzy-rough set-based feature selection builds on the notion of the fuzzy lower approximation to enable reduction of datasets containing real-valued attributes. As will be shown, the process becomes identical to the crisp approach when dealing with nominal well-defined attributes.

The crisp positive region in traditional rough set theory is defined as the union of the lower approximations. By the extension principle [44], the membership of an object \(x \in \mathcal{U}\), belonging to the fuzzy positive region can be defined by

\[
\mu_{POS_P}(x) = \sup_{X \subseteq \mathcal{U}/P} \mu_{\bar{P}}(x)
\]

(16)

Object \(x\) will not belong to the positive region only if the equivalence class it belongs to is not a constituent of the positive region. This is equivalent to the crisp version where objects belong to the positive region only if their underlying equivalence class does so.

Using the definition of the fuzzy positive region, the fuzzy-rough dependency function can be defined as follows:

\[
\gamma_P(Q) = \frac{\left| \mu_{POS_P}(Q)(x) \right|}{|\mathcal{U}|} = \sum_{x \in \mathcal{U}} \frac{\mu_{POS_P}(Q)(x)}{|\mathcal{U}|}
\]

(17)

As with crisp rough sets, the dependency of \(Q\) on \(P\) is the proportion of objects that are discernible out of the entire dataset. In the present approach, this corresponds to determining the fuzzy cardinality of \(\mu_{POS_P}(Q)(x)\) divided by the total number of objects in the universe.

If the fuzzy-rough reduction process is to be useful, it must be able to deal with multiple attributes, finding the dependency between various subsets of the original attribute set. For example, it may be necessary to be able to determine the degree of dependency of the decision attribute(s) with respect to \(P = \{a, b\}\). In the crisp case, \(\mathcal{U}/P\) contains sets of objects grouped together that are indiscernible according to both attributes \(a\) and \(b\). In the fuzzy case, objects may belong to many equivalence classes, so the cartesian product of \(\mathcal{U}/IND(\{a\})\) and \(\mathcal{U}/IND(\{b\})\) must be considered in determining \(\mathcal{U}/P\). In general, \(\mathcal{U}/P = \otimes(\mathcal{U}/IND(\{a\})|a \in P\}

(18)

where

\(A \otimes B = \{X \cap Y|X \in A, Y \in B, X \cap Y \neq \emptyset\}\)

(19)

Each set in \(\mathcal{U}/P\) denotes an equivalence class. For example, if \(P = \{a, b\}\), \(\mathcal{U}/IND(\{a\}) = \{N_a, Z_a\}\) and \(\mathcal{U}/IND(\{b\}) = \{N_b, Z_b\}\), then

\(\mathcal{U}/P = \{N_a \cap N_b, N_a \cap Z_b, Z_a \cap N_b, Z_a \cap Z_b\}\)

The extent to which an object belongs to such an equivalence class is therefore calculated by using the conjunction of constituent fuzzy equivalence classes, say \(F_i, i = 1, 2, ..., n\):

\[
\mu_{F_1 \cap ... \cap F_n}(x) = \min(\mu_{F_1}(x), \mu_{F_2}(x), ..., \mu_{F_n}(x))
\]

(20)

4) Fuzzy-Rough QuickReduct: A problem may arise when this approach is compared to the crisp approach. In conventional RSAR, a reduct is defined as a subset \(R\) of the attributes which have the same information content as the full attribute set \(A\). In terms of the dependency function this means that the values \(\gamma(R)\) and \(\gamma(A)\) are identical and equal to 1 if the dataset is consistent. However, in the fuzzy-rough approach this is not necessarily the case as the uncertainty encountered

<table>
<thead>
<tr>
<th>(\mathcal{U}/P)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>{a, b, c, d}</td>
<td>{a, b, c}</td>
<td>{a, b, d}</td>
<td>{b, c, d}</td>
<td>{a, b, d}</td>
<td>{b, c, }</td>
<td>{b, c}</td>
</tr>
</tbody>
</table>
when objects belong to many fuzzy equivalence classes results in a reduced total dependency.

\[
\text{FRQUICKREDUCT}(\mathcal{C}, \mathcal{D}),
\]
\(\mathcal{C}\), the set of all conditional attributes;
\(\mathcal{D}\), the set of decision attributes.

1. \( R \leftarrow \{\}\); \( \gamma'_{best} = 0 \); \( \gamma'_{prev} = 0 \)
2. do
3. \( T \leftarrow R \)
4. \( \gamma'_{prev} = \gamma'_{best} \)
5. foreach \( x \in (\mathcal{C} - R) \)
6. if \( \gamma'_T(D) > \gamma'_T(D) \)
7. \( T \leftarrow R \cup \{x\} \)
8. \( \gamma'_{best} = \gamma'_{T}(D) \)
9. \( R \leftarrow T \)
10. until \( \gamma'_{best} = \gamma'_{prev} \)
11. return \( R \)

Fig. 2. The fuzzy-rough \textsc{QuickReduct} algorithm

With these issues in mind, a fuzzy-rough hill-climbing search algorithm has been developed as given in Fig. 2. It employs the fuzzy-rough dependency function \( \gamma' \) to choose which attributes to add to the current reduct candidate in a manner similar to \textsc{QuickReduct}. The algorithm terminates when the addition of any remaining attribute does not increase the dependency (such a criterion could be used with the \textsc{QuickReduct} algorithm). As this fuzzy-rough degree of dependency measure is non-monotonic, it is possible that the hill-climbing search terminates having reached only a local optimum. The global optimum may lie elsewhere in the search space. As with the original \textsc{QuickReduct} algorithm, the algorithm may return a super-reduct (i.e. a reduct containing superfluous features) due to the non-optimality of the search heuristic used [40].

Note that with the fuzzy-rough \textsc{QuickReduct} algorithm, for a dimensionality of \( n, (n^2 + n)/2 \) evaluations of the dependency function may be performed for the worst-case dataset. However, as FRFS is used for dimensionality reduction prior to any involvement of the system which will employ those attributes belonging to the resultant reduct, this operation has no negative impact upon the run-time efficiency of the system.

5) Example: To illustrate the operation of FRFS, an example dataset is given in Fig. 3. In crisp RSAR, the dataset would be discretized using non-fuzzy sets. However, in the new approach membership degrees are used in calculating the fuzzy lower approximations and fuzzy positive regions. To begin with, the fuzzy-rough \textsc{QuickReduct} algorithm initializes the potential reduct (i.e. the current best set of attributes) to the empty set.

Using the fuzzy sets defined in Fig. 3 (for all conditional attributes for illustrative simplicity), and setting \( A = \{a\} \), \( B = \{b\} \), \( C = \{c\} \) and \( Q = \{q\} \), the following equivalence classes are obtained:

\[
\begin{align*}
U/A &= \{N_a, Z_a\} \\
U/B &= \{N_b, Z_b\} \\
U/C &= \{N_c, Z_c\} \\
U/Q &= \{\{1, 3, 6\}, \{2, 4, 5\}\}
\end{align*}
\]

The first step is to calculate the lower approximations of the decision concepts for the sets \( A, B \) and \( C \). For straightforwardness, only the calculations involving \( A \) are demonstrated here; that is, using \( A \) to approximate \( Q \). For the first decision equivalence class \( X = \{1, 3, 6\} \), \( \mu_{\Delta[1,3,6]}(x) \) is calculated:

\[
\mu_{\Delta[1,3,6]}(x) = \sup_{F \in U/A} \min_{y \in U} \left\{ \frac{1 - \mu_{\Delta[1,3,6]}(y)}{\mu_{\Delta[1,3,6]}(y)} \right\}
\]

Considering the first fuzzy equivalence class of \( A, N_a \):

\[
\min(\mu_{N_a}(x), \inf_{y \in U} \max\{1 - \mu_{\Delta[1,3,6]}(y), \mu_{\Delta[1,3,6]}(y)\})
\]

For object 2 this can be calculated as follows:

\[
\min(0.8, \inf\{1, 0.2, 1, 1, 1, 1\}) = 0.2
\]

Similarly for \( Z_a \):

\[
\min(0.2, \inf\{1, 0.8, 1, 0.6, 0.4, 1\}) = 0.2
\]

Thus,

\[
\mu_{\Delta[1,3,6]}(2) = 0.2
\]

Calculating the \( A \)-lower approximation of \( X = \{1, 3, 6\} \) for every object gives

\[
\begin{align*}
\mu_{\Delta[1,3,6]}(1) &= 0.2 \quad \mu_{\Delta[1,3,6]}(2) = 0.2 \\
\mu_{\Delta[1,3,6]}(3) &= 0.4 \quad \mu_{\Delta[1,3,6]}(4) = 0.4 \\
\mu_{\Delta[1,3,6]}(5) &= 0.4 \quad \mu_{\Delta[1,3,6]}(6) = 0.4
\end{align*}
\]

The corresponding values for \( X = \{2, 4, 5\} \) can also be determined this way. Using these values, the fuzzy positive region for each object can be calculated via using

\[
\mu_{\text{POS}_A(Q)}(x) = \sup_{x \in U/Q} \mu_{\Delta A}(x)
\]

This results in:

\[
\begin{align*}
\mu_{\text{POS}_A(Q)}(1) &= 0.2 \quad \mu_{\text{POS}_A(Q)}(2) = 0.2 \\
\mu_{\text{POS}_A(Q)}(3) &= 0.4 \quad \mu_{\text{POS}_A(Q)}(4) = 0.4 \\
\mu_{\text{POS}_A(Q)}(5) &= 0.4 \quad \mu_{\text{POS}_A(Q)}(6) = 0.4
\end{align*}
\]
It is a coincidence here that \( \mu_{\text{POS}_A}(Q)(x) = \mu_{\bigcup \{1,3,6\}}(x) \) for this example. The next step is to determine the degree of dependency of \( Q \) on \( A \):

\[
\gamma'_A(Q) = \frac{\sum_{x \in U} \mu_{\text{POS}_A}(Q)(x)}{|U|} = \frac{2}{6}
\]

Similarly, calculating for \( B \) and \( C \) gives:

\[
\gamma'_B(Q) = \frac{2.4}{6}, \quad \gamma'_C(Q) = \frac{1.6}{6}
\]

From this it can be seen that attribute \( b \) will cause the greatest increase in dependency degree. This attribute is chosen and added to the potential reduct. The process iterates and the two dependency degrees calculated are

\[
\gamma'_{\{a,b\}}(Q) = \frac{3.4}{6}, \quad \gamma'_{\{b,c\}}(Q) = \frac{3.2}{6}
\]

Adding attribute \( a \) to the reduct candidate causes the larger increase of dependency, so the new candidate becomes \( \{a, b\} \). Lastly, attribute \( c \) is added to the potential reduct:

\[
\gamma'_{\{a,b,c\}}(Q) = \frac{3.4}{6}
\]

As this causes no increase in dependency, the algorithm stops and outputs the reduct \( \{a, b\} \). The dataset can now be reduced to only those attributes appearing in the reduct. When crisp RSAR is performed on this dataset (after using the same fuzzy sets to discretize the real-valued attributes), the reduct generated is \( \{a, b, c\} \), i.e. the full conditional attribute set.

D. Problems with FRFS

FRFS has been shown to be a highly useful technique in reducing data dimensionality [13]. However, several problems exist with the method. Firstly, the complexity of calculating the Cartesian product of fuzzy equivalence classes becomes prohibitively high for large feature subsets. If the number of fuzzy sets per attribute is \( n \), \( n^{|R|} \) equivalence classes must be considered per attribute for feature subset \( R \). Optimizations that attempt to alleviate this problem are given in [2], [13], but the complexity is still too high. In [3], a compact computational domain is proposed to reduce the computational effort required to calculate fuzzy lower approximations for large datasets, based on some of the properties of fuzzy connectives.

Secondly, it was shown in [30] that in some situations, the fuzzy lower approximation might not be a subset of the fuzzy upper approximation. This is undesirable from a theoretical viewpoint as it is meaningless for a lower approximation of a concept to be larger than its upper approximation as this suggests that there is more certainty in the upper than the lower. It was also shown that the Cartesian product of fuzzy equivalence classes might not result in a family of fuzzy equivalence classes. These issues motivate the development of the techniques proposed in this paper.

III. NEW FUZZY ROUGH FEATURE SELECTION

This section presents three new techniques for fuzzy-rough feature selection, based on fuzzy similarity relations.

A. Fuzzy Lower Approximation-based FS

The previous method for fuzzy-rough feature selection used a fuzzy partitioning of the input space in order to determine fuzzy equivalence classes. Alternative definitions for the fuzzy lower and upper approximations can be found in [23], where a \( T \)-transitive fuzzy similarity relation is used to approximate a fuzzy concept \( X \):

\[
\mu_{R_pX}(x) = \inf_{y \in U} I(\mu_{R_p}(x,y), \mu_X(y))
\]

\[
\mu_{\overline{R_p}X}(x) = \sup_{y \in U} T(\mu_{R_p}(x,y), \mu_X(y))
\]

Here, \( I \) is a fuzzy implicator and \( T \) a t-norm. \( R_p \) is the fuzzy similarity relation induced by the subset of features \( P \):

\[
\mu_{R_p}(x,y) = \bigcap_{a \in P} \{\mu_{R_a}(x,y)\}
\]

\( \mu_{R_a}(x,y) \) is the degree to which objects \( x \) and \( y \) are similar for feature \( a \). Many fuzzy similarity relations can be constructed for this purpose, for example:

\[
\mu_{R_a}(x,y) = 1 - \frac{|a(x) - a(y)|}{a_{\max} - a_{\min}}
\]

\[
\mu_{R_a}(x,y) = \exp\left(-\frac{(a(x) - a(y))^2}{2a^2}\right)
\]

\[
\mu_{R_a}(x,y) = \max(\min(\frac{(a(y) - (a(x) - \sigma_a))}{(a(x) - (a(x) - \sigma_a))}, \frac{((a(x) + \sigma_a) - a(y))}{((a(x) + \sigma_a) - a(y))}))
\]

where \( \sigma_a^2 \) is the variance of feature \( a \). As these relations do not necessarily display \( T \)-transitivity, the fuzzy transitive closure must be computed for each attribute [8]. The combination of feature relations in equation (23) has been shown to preserve \( T \)-transitivity [31].

1) Reduction: In a similar way to the original FRFS approach, the fuzzy positive region can be defined as:

\[
\mu_{\text{POS}_{R_p}}(Q)(x) = \sup_{X \subseteq U/Q} \mu_{R_pX}(x)
\]

The resulting degree of dependency is:

\[
\gamma'_R(Q) = \frac{\sum_{x \in U} \mu_{\text{POS}_{R_p}}(Q)(x)}{|U|}
\]

A fuzzy-rough reduct \( R \) can be defined as a subset of features that preserves the dependency degree of the entire dataset, i.e. \( \gamma'_R(\mathbb{D}) = \gamma'_C(\mathbb{D}) \). Based on this, a new fuzzy-rough \textsc{QuicKReduct} algorithm can be constructed that operates in the same way as Fig. 2, but uses equation (28) to gauge subset quality. A proof of the monotonicity of the dependency function can be found in the appendix. Core features may be determined by considering the change in dependency of the full set of conditional features when individual attributes are removed:

\[
\text{Core}(C) = \{ a \in C | \gamma'_{C \setminus \{a\}}(Q) < \gamma'_C(Q) \}
\]
2) Example: The fuzzy connectives chosen for this example (and all others in this section) are the Łukasiewicz t-norm (max\((x + y - 1, 0)\)) and the Łukasiewicz fuzzy implicator (\(\min(1 - x + y, 1)\)). As recommended in [8], the Łukasiewicz t-norm is used as this produces fuzzy \(T\)-equivalence relations dual to that of a pseudo-metric. The use of the Łukasiewicz fuzzy implicator is also recommended as it is both a residual and \(S\)-implicator.

Using the fuzzy similarity measure defined in (26), the resulting relations are as follows for each feature in the dataset:

\[
R_a(x, y) = \begin{pmatrix}
1.0 & 1.0 & 0.699 & 0.0 & 0.0 & 0.0 \\
1.0 & 1.0 & 0.699 & 0.0 & 0.0 & 0.0 \\
0.699 & 0.699 & 1.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 1.0 & 0.699 & 0.699 \\
0.0 & 0.0 & 0.0 & 0.699 & 1.0 & 1.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.699 & 1.0 \\
\end{pmatrix}
\]

\[
R_b(x, y) = \begin{pmatrix}
1.0 & 0.0 & 0.568 & 1.0 & 1.0 & 0.0 \\
0.0 & 1.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.137 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
\end{pmatrix}
\]

\[
R_c(x, y) = \begin{pmatrix}
1.0 & 0.0 & 0.036 & 0.0 & 0.0 & 0.0 \\
0.0 & 1.0 & 0.036 & 0.518 & 0.518 & 0.518 \\
0.0 & 0.036 & 1.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.036 & 1.0 & 1.0 & 1.0 \\
0.0 & 0.0 & 0.0 & 1.0 & 1.0 & 1.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 1.0 & 1.0 \\
\end{pmatrix}
\]

Again, the first step is to compute the lower approximations of each concept for each feature. Considering feature \(a\) and the decision concept \(\{1,3,6\}\) in the example dataset:

\[
\mu_{\underline{R}_a}(1,3,6)\{x\} = \inf_{y \in \mathcal{U}} I(\mu_{R_a}(x, y), \mu_{\{1,3,6\}}(y))
\]

For object 3, this is

\[
\mu_{\underline{R}_a}(1,3,6)\{3\} = \inf_{y \in \mathcal{U}} I(\mu_{R_a}(3, y), \mu_{\{1,3,6\}}(y))
\]

\[
= \inf\{I(0.699, 1), I(0.699, 0), I(1, 1), I(0, 0), I(0, 0), I(0, 1)\}
\]

\[
= 0.301
\]

For the remaining objects, this is:

\[
\mu_{\underline{R}_a}(1,3,6)\{1\} = 0.0
\]

\[
\mu_{\underline{R}_a}(1,3,6)\{2\} = 0.0
\]

\[
\mu_{\underline{R}_a}(1,3,6)\{4\} = 0.0
\]

\[
\mu_{\underline{R}_a}(1,3,6)\{5\} = 0.0
\]

\[
\mu_{\underline{R}_a}(1,3,6)\{6\} = 0.0
\]

For concept \(\{2, 4, 5\}\), the lower approximations are:

\[
\mu_{\underline{R}_a}(\{2, 4, 5\})\{1\} = 0.0
\]

\[
\mu_{\underline{R}_a}(\{2, 4, 5\})\{2\} = 0.0
\]

\[
\mu_{\underline{R}_a}(\{2, 4, 5\})\{3\} = 0.0
\]

\[
\mu_{\underline{R}_a}(\{2, 4, 5\})\{4\} = 0.301
\]

\[
\mu_{\underline{R}_a}(\{2, 4, 5\})\{5\} = 0.0
\]

\[
\mu_{\underline{R}_a}(\{2, 4, 5\})\{6\} = 0.0
\]

Hence, the positive regions for each object are:

\[
\mu_{\text{POS}_{Ra}}(Q)\{1\} = 0.0
\]

\[
\mu_{\text{POS}_{Ra}}(Q)\{2\} = 0.0
\]

\[
\mu_{\text{POS}_{Ra}}(Q)\{3\} = 0.301
\]

\[
\mu_{\text{POS}_{Ra}}(Q)\{4\} = 0.301
\]

\[
\mu_{\text{POS}_{Ra}}(Q)\{5\} = 0.0
\]

\[
\mu_{\text{POS}_{Ra}}(Q)\{6\} = 0.0
\]

The resulting degree of dependency is therefore:

\[
\gamma'_{\{a\}}(Q) = \sum_{x \in \mathcal{U}} \frac{\mu_{\text{POS}_{Ra}}(Q)(x)}{|\mathcal{U}|}
\]

\[
= \frac{0.602}{6}
\]

\[
= 0.1003
\]

Calculating the dependency degrees for the remaining features results in

\[
\gamma'_{\{b\}}(Q) = 0.3597
\]

\[
\gamma'_{\{c\}}(Q) = 0.4078
\]

As feature \(c\) results in the largest increase in dependency degree, this feature is selected and added to the reduct candidate. The algorithm then evaluates the addition of all remaining features to this candidate. Fuzzy similarity relations are combined using (23). This produces the following evaluations:

\[
\gamma'_{\{a,c\}}(Q) = 0.5501
\]

\[
\gamma'_{\{b,c\}}(Q) = 1.0
\]

Feature subset \(\{b, c\}\) produces the maximum dependency value for this dataset, and the algorithm terminates. The dataset can now be reduced to these features only. The complexity of the algorithm is the same as that of FRFS in terms of the number of dependency evaluations. However, the explosive growth of the number of considered fuzzy equivalence classes is avoided through the use of fuzzy similarity relations and (23). This ensures that for one subset, only one fuzzy similarity relation is used to compute the fuzzy lower approximation.

B. Fuzzy Boundary Region-based FS

Most approaches to crisp rough set FS and all approaches to fuzzy-rough FS use only the lower approximation for the evaluation of feature subsets. The lower approximation contains information regarding the extent of certainty of object membership to a given concept. However, the upper approximation contains information regarding the degree of uncertainty of objects and hence this information can be used to discriminate between subsets. For example, two subsets may
result in the same lower approximation but one subset may produce a smaller upper approximation. This subset will be more useful as there is less uncertainty concerning objects within the boundary region (the difference between upper and lower approximations). The fuzzy-rough boundary region for a fuzzy concept $X$ may thus be defined:

$$\mu_{BND_R}(X) = \mu_{\overrightarrow{R}}(X) - \mu_{\overleftarrow{R}}(X)$$  \hspace{1cm} (30)$$

The fuzzy-rough negative region for all decision concepts can be defined as follows:

$$\mu_{NEG_R}(x) = N\left( \sup_{x \in U/Q} \mu_{\overrightarrow{R}}(x) \right)$$  \hspace{1cm} (31)$$

In classical rough set theory, the negative region is always empty for partitions [41]. It is interesting to note that the fuzzy-rough negative region is also always empty when the decisions are crisp. However, this is not necessarily the case when decisions are fuzzy. Further details can be found in the appendix.

1) Reduction: As the search for an optimal subset progresses, the object memberships to the boundary region for each concept diminishes until a minimum is achieved. For crisp rough set FS, the boundary region will be zero for each concept when a reduct is found. This may not necessarily be the case for fuzzy-rough FS due to the additional uncertainty involved. The uncertainty for a concept $X$ using features in $P$ can be calculated as follows:

$$U_P(X) = \frac{\sum_{x \in U} \mu_{BND_R}(x)}{|U|}$$  \hspace{1cm} (32)$$

This is the average extent to which objects belong to the fuzzy boundary region for the concept $X$. The total uncertainty degree for all concepts, given a feature subset $P$ is defined as:

$$\lambda_P(Q) = \frac{\sum_{X \in U/Q} U_P(X)}{|U/Q|}$$  \hspace{1cm} (33)$$

This is related to the conditional entropy measure which considers a combination of conditional probabilities $H(Q/P)$ in order to gauge the uncertainty present using features in $P$. In the crisp case, the minimization of this measure can be used to discover reducts: if the entropy for a feature subset $P$ is zero, then the subset is a reduct [12].

Again, a QUICKREDUCT-style algorithm can be constructed for locating fuzzy-rough reducts based on this measure. Instead of maximising the dependency degree, the task of the algorithm is to minimize the total uncertainty degree. When this reaches the minimum for the dataset, a fuzzy-rough reduct has been found. A proof of the monotonicity of the total uncertainty degree can be found in the appendix.

2) Example: To determine the fuzzy boundary region, the lower and upper approximations of each concept for each feature must be calculated. Considering feature $a$ and concept $\{1,3,6\}$:

$$\mu_{BND_R}\{1,3,6\}(x) = \mu_{\overrightarrow{R}}\{1,3,6\}(x) - \mu_{\overleftarrow{R}}\{1,3,6\}(x)$$

For object 4, this is

$$\mu_{BND_R}\{1,3,6\}(4) = \sup_{y \in U} T(\mu_{R_a}(4,y),\mu_{\{1,3,6\}}(y))$$

$$= 0.699 - 0.0$$

$$= 0.699$$

For the remaining objects, this is:

$$\mu_{BND_R}\{1,3,6\}(1) = 1.0$$

$$\mu_{BND_R}\{1,3,6\}(2) = 1.0$$

$$\mu_{BND_R}\{1,3,6\}(3) = 0.699$$

$$\mu_{BND_R}\{1,3,6\}(5) = 1.0$$

$$\mu_{BND_R}\{1,3,6\}(6) = 1.0$$

Hence, the uncertainty for concept $\{1,3,6\}$ is:

$$U_a(\{1,3,6\}) = \frac{\sum_{x \in U} \mu_{BND_R}\{1,3,6\}(x)}{|U|}$$

$$= \frac{1.0 + 1.0 + 0.699 + 0.699 + 1.0 + 1.0}{6}$$

$$= 0.899$$

For concept $\{2,4,5\}$, the uncertainty is:

$$U_a(\{2,4,5\}) = \frac{\sum_{x \in U} \mu_{BND_R}\{2,4,5\}(x)}{|U|}$$

$$= \frac{1.0 + 1.0 + 0.699 + 0.699 + 1.0 + 1.0}{6}$$

$$= 0.899$$

From this, the total uncertainty for feature $a$ is calculated as follows:

$$\lambda_a(Q) = \frac{\sum_{X \in U/Q} U_a(X)}{|U/Q|}$$

$$= \frac{0.899 + 0.899}{2}$$

$$= 0.899$$  \hspace{1cm} (34)$$

The values of the total uncertainty for the remaining features are:

$$\lambda_{b}(Q) = 0.640 \hspace{1cm} \lambda_{c}(Q) = 0.592$$

As feature $c$ results in the smallest total uncertainty, it is chosen and added to the reduct candidate. The algorithm then considers the addition of the remaining features to the subset:

$$\lambda_{a,c}(Q) = 0.500 \hspace{1cm} \lambda_{b,c}(Q) = 0.0$$

The subset $\{b,c\}$ results in the minimal uncertainty for the dataset, and the algorithm terminates. This is the same subset as that chosen by the fuzzy lower approximation-based method above. Again, the complexity of the algorithm is the same as that of FRFS, but avoids the Cartesian product of fuzzy equivalence classes. However, for each evaluation, both the fuzzy lower and upper approximations are considered and hence the calculation of the fuzzy boundary region is more costly than that of the fuzzy lower approximation alone.
C. Fuzzy Discernibility Matrix-based FS

As mentioned previously, there are two main branches of research in crisp rough set-based FS: those based on the dependency degree and those based on discernibility matrices. The developments given above are solely concerned with the extension of the dependency degree to the fuzzy-rough case. Hence, methods constructed based on the crisp dependency degree can be employed for fuzzy-rough FS.

By extending the discernibility matrix to the fuzzy case, it is possible to employ approaches similar to those in crisp rough set FS to determine fuzzy-rough reducts. A first step toward this is presented in [30], [33] where a crisp discernibility matrix is constructed for fuzzy-rough selection. A threshold is used, breaking the rough set ideology, which determines which features are to appear in the matrix entries. However, information is lost in this process as membership degrees are not considered. Search based on the crisp discernibility may result in reducts that are not true fuzzy-rough reducts.

1) Fuzzy Discernibility: The approach presented here extends the crisp discernibility matrix by employing fuzzy clauses. Each entry in the fuzzy discernibility matrix is a fuzzy set, to which every feature belongs to a certain degree. The extent to which a feature belongs to the fuzzy clause \( C_{ij} \) is determined by the fuzzy discernibility measure:

\[
\mu_{C_{ij}}(a) = N(\mu_{R_a}(i, j))
\]  (35)

where \( N \) denotes fuzzy negation and \( \mu_{R_a}(i, j) \) is the fuzzy similarity of objects \( i \) and \( j \), and hence \( \mu_{C_{ij}}(a) \) is a measure of the fuzzy discernibility. For the crisp case, if \( \mu_{C_{ij}}(a) = 1 \) then the two objects are distinct for this feature; if \( \mu_{C_{ij}}(a) = 0 \), the two objects are identical. For fuzzy cases where \( \mu_{C_{ij}}(a) \in (0, 1) \), the objects are partly discernible. (The choice of fuzzy similarity relation must be identical to that of the fuzzy-rough dependency degree approach to find corresponding reducts.) Each entry in the fuzzy indiscernibility matrix is then a set of attributes and their corresponding memberships:

\[
C_{ij} = \{a_x|a \in C, x = N(\mu_{R_a}(i, j))\} \quad i, j = 1, ..., |U|
\]  (36)

For example, an entry \( C_{ij} \) in the fuzzy discernibility matrix might be:

\[
C_{ij} : \{a_{0.4}, b_{0.8}, c_{0.2}, d_{0.0}\}
\]

This denotes that \( \mu_{C_{ij}}(a) = 0.4, \mu_{C_{ij}}(b) = 0.8, \) etc. In crisp discernibility matrices, these values are either 0 or 1 as the underlying relation is an equivalence relation. The example clause can be viewed as indicating the value of each feature - the extent to which the feature discriminates between the two objects \( i \) and \( j \). The core of the dataset is defined as:

\[
Core(C) = \{a \in C|\exists C_{ij}, \mu_{C_{ij}}(a) > 0, \forall f \in (C - a) \mu_{C_{ij}}(f) = 0\}
\]  (37)

2) Fuzzy Discernibility Function: As with the crisp approach, the entries in the matrix can be used to construct the fuzzy discernibility function:

\[
f_D(a^*_1, ..., a^*_n) = \land \{\lor C^*_j | 1 \leq j < i \leq |U|\}
\]  (38)

where \( C^*_j = \{a^*_x|a_x \in C_{ij}\} \). The function returns values in \([0, 1]\), which can be seen to be a measure of the extent to which the function is satisfied for a given assignment of truth values to variables. To discover reducts from the fuzzy discernibility function, the task is to find the minimal assignment of the value 1 to the variables such that the formula is maximally satisfied. By setting all variables to 1, the maximal value for the function can be obtained as this provides the most discernibility between objects.

Crisp discernibility matrices can be simplified by removing duplicate entries and clauses that are supersets of others. A similar degree of simplification can be achieved for fuzzy discernibility matrices. Duplicate clauses can be removed as a subset that satisfies one clause to a certain degree will always satisfy the other to the same degree.

3) Decision-relative Fuzzy Discernibility Matrix: As with the crisp discernibility matrix, for a decision system the decision feature must be taken into account for achieving reductions; only those clauses with different decision values are included in the crisp discernibility matrix. For the fuzzy version, this is encoded as:

\[
f_D(a^*_1, ..., a^*_n) = \land \{\lor C^*_j | qN(\mu_{R_q(i, j)})\} | 1 \leq j < i \leq |U|
\]  (39)

for decision feature \( q \), where \( \land \) denotes fuzzy implication. This construction allows the extent to which decision values differ to affect the overall satisfiability of the clause. If \( \mu_{C_{ij}}(q) = 1 \) then this clause provides maximum discernibility (i.e. the two objects are maximally different according to the fuzzy similarity measure). When the decision is crisp and crisp equivalence is used, \( \mu_{C_{ij}}(q) \) becomes 0 or 1.

4) Reduction: For the purposes of finding reducts, use of the fuzzy intersection of all clauses in the fuzzy discernibility function may not provide enough information for evaluating subsets. Here, it may be more informative to consider the individual satisfaction of each clause for a given set of features. The degree of satisfaction of a clause \( C_{ij} \) for a subset of features \( P \) is defined as:

\[
SAT_P(C_{ij}) = \bigcup_{a \in P} \{\mu_{C_{ij}}(a)\}
\]  (40)

Returning to the example, if the subset \( P = \{a, c\} \) is chosen, the resulting degree of satisfaction of the clause is

\[
SAT_P(C_{ij}) = \{0.4 \lor 0.2\} = 0.6
\]

using the Łukasiewicz t-conorm, \( \text{min}(1, x + y) \).

For the decision-relative fuzzy discernibility matrix, the decision feature \( q \) must be taken into account also:

\[
SAT_{P,q}(C_{ij}) = SAT_P(C_{ij}) \leftarrow \mu_{C_{ij}}(q)
\]  (41)

For the example clause, if the corresponding decision values are crisp and are different, the degree of satisfaction of the clause is

\[
SAT_{P,q}(C_{ij}) = SAT_P(C_{ij}) \leftarrow 1
\]

\[
= 0.6 \leftarrow 1
\]

\[
= 0.6
\]
For a subset $P$, the total satisfiability of all clauses can be calculated as

$$SAT(P) = \frac{\sum_{i,j \in U, i \neq j} SAT_{P,q}(C_{ij})}{\sum_{i,j \in U, i \neq j} SAT_{C,q}(C_{ij})}$$  \hspace{1cm} (42)$$

where $C$ is the full set of conditional attributes, and hence the denominator is a normalizing factor. If this value reaches 1 for a subset $P$, then the subset is a fuzzy-rough reduct. A proof of the monotonicity of the function $SAT(P)$ can be found in the appendix.

Many methods available from the literature for the purpose of finding reducts for crisp discernibility matrices are applicable here also. The Johnson Reducer [18] is extended and used herein to illustrate the concepts involved. This is a simple greedy heuristic algorithm that is often applied to discernibility functions to find a single reduce. Subsets of features found by this process have no guarantee of minimality, but are generally of a size close to the minimal.

The algorithm begins by setting the current reduct candidate, $P$, to the empty set. Then, each conditional feature appearing in the discernibility function is evaluated according to the heuristic measure used. For the standard Johnson algorithm, this is typically a count of the number of appearances a feature makes within clauses; features that appear more frequently are considered to be more significant. The feature with the highest heuristic value is added to the reduct candidate and this is typically a count of the number of appearances a feature heuristic measure used. For the standard Johnson algorithm, in the discernibility function is evaluated according to the
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functions to find a single reduct. Subsets of features found by this process have no guarantee of minimality, but are generally of a size close to the minimal.

The algorithm begins by setting the current reduct candidate, $P$, to the empty set. Then, each conditional feature appearing in the discernibility function is evaluated according to the heuristic measure used. For the standard Johnson algorithm, this is typically a count of the number of appearances a feature makes within clauses; features that appear more frequently are considered to be more significant. The feature with the highest heuristic value is added to the reduct candidate and all clauses in the discernibility function containing this feature are removed. As soon as all clauses have been removed, the algorithm terminates and returns the subset $P$. $P$ is assured to be a fuzzy-rough reduct as all clauses contained within the discernibility function have been addressed. However, as with the other approaches, the subset may not necessarily have minimal cardinality.

The complexity of the algorithm is the same as that of FRFS in that $O(n^2 + n)/2$ calculations of the evaluation function $(SAT(P))$ are performed in the worst case. Additionally, this approach requires the construction of the fuzzy discernibility matrix, which has a complexity of $O(n^2)$ for a dataset containing $a$ attributes and $o$ objects.

5) Example: For the example dataset, the fuzzy discernibility matrix needs to be constructed based on the fuzzy discernibility given in equation (35) using the standard negator, and fuzzy similarity in equation (26). For objects 2 and 3, the resulting fuzzy clause is:

$$\{a_{0.301} \lor b_{1.0} \lor c_{0.964}\} \leftarrow q_{1.0}$$

where $\leftarrow$ denotes fuzzy implication. The fuzzy discernibility of objects 2 and 3 for attribute $a$ is 0.301, indicating that the objects are partly discernible for this feature. The objects are fully discernible with respect to the decision feature, indicated by $q_{1.0}$. The full set of clauses is:

$C_{12}: \{a_{0.0} \lor b_{1.0} \lor c_{1.0}\} \leftarrow q_{1.0}$

$C_{13}: \{a_{0.301} \lor b_{0.432} \lor c_{0.964}\} \leftarrow q_{0.0}$

$C_{14}: \{a_{1.0} \lor b_{0.0} \lor c_{1.0}\} \leftarrow q_{1.0}$

$C_{15}: \{a_{1.0} \lor b_{0.0} \lor c_{1.0}\} \leftarrow q_{1.0}$

$C_{16}: \{a_{1.0} \lor b_{1.0} \lor c_{1.0}\} \leftarrow q_{1.0}$

$C_{23}: \{a_{0.301} \lor b_{1.0} \lor c_{0.964}\} \leftarrow q_{0.0}$

$C_{24}: \{a_{1.0} \lor b_{1.0} \lor c_{0.482}\} \leftarrow q_{0.0}$

$C_{25}: \{a_{1.0} \lor b_{1.0} \lor c_{0.482}\} \leftarrow q_{0.0}$

$C_{26}: \{a_{1.0} \lor b_{0.863} \lor c_{0.482}\} \leftarrow q_{1.0}$

$C_{34}: \{a_{1.0} \lor b_{0.431} \lor c_{1.0}\} \leftarrow q_{1.0}$

$C_{35}: \{a_{1.0} \lor b_{0.431} \lor c_{1.0}\} \leftarrow q_{1.0}$

$C_{36}: \{a_{1.0} \lor b_{1.0} \lor c_{1.0}\} \leftarrow q_{0.0}$

$C_{45}: \{a_{0.301} \lor b_{0.0} \lor c_{0.0}\} \leftarrow q_{0.0}$

$C_{46}: \{a_{0.301} \lor b_{1.0} \lor c_{0.0}\} \leftarrow q_{1.0}$

$C_{56}: \{a_{0.0} \lor b_{1.0} \lor c_{0.0}\} \leftarrow q_{1.0}$

The feature selection algorithm then proceeds in the following way. Each individual feature is evaluated according to the measure defined in equation (42). For feature $a$, this is:

$$SAT(\{a\}) = \frac{\sum_{i,j \in U, i \neq j} SAT_{a,q}(C_{ij})}{\sum_{i,j \in U, i \neq j} SAT_{C,q}(C_{ij})} = \frac{11601}{15} = 0.773$$

Similarly for the remaining features:

$$SAT(\{b\}) = 0.782 \hspace{1cm} SAT(\{c\}) = 0.830$$

The feature that produces the largest increase in satisfiability is $c$. This feature is added to the reduct candidate, and the search continues:

$$SAT(\{a, c\}) = 0.887 \hspace{1cm} SAT(\{b, c\}) = 1.0$$

The subset $\{b, c\}$ is found to satisfy all clauses maximally, and the algorithm terminates. This subset is a fuzzy-rough reduct.

IV. EXPERIMENTATION

This section presents the initial experimental evaluation of the selection methods for the task of pattern classification, over nine benchmark datasets from [4] and [13] with two classifiers.

A. Experimental Setup

FRFS uses a pre-categorization step which generates associated fuzzy sets for a dataset. For the new fuzzy-rough methods, the Łukasiewicz fuzzy connectives are used, with fuzzy similarity defined in (26). After feature selection, the datasets are reduced according to the discovered reducts. These reduced datasets are then classified using the relevant classifier. (Obviously, the feature selection step is not employed for the unreduced dataset.)

Two classifiers were employed for the purpose of evaluating the resulting subsets from the feature selection phase: JRip [6] and PART [34], [35]. JRip learns propositional rules by repeatedly growing rules and pruning them. During the growth phase, features are added greedily until a termination condition
FRFS has been experimentally evaluated with other leading FS methods (such as Relief-F and entropy-based approaches [12], [13]) and has been shown to outperform these in terms of resulting classification performance. Hence, only comparisons to FRFS are given here. Table IV shows the average classification accuracy as a percentage obtained using 10-fold cross validation. The classification was initially performed on the unreduced dataset, followed by the reduced datasets which were obtained using the feature selection techniques. All techniques perform similarly, with classification accuracy improving or remaining the same for most datasets. FRFS performs equally well, however this is at the cost of extra features and extra time required to find reducts. The performance of the FDM method is generally slightly worse than the other methods. This can be attributed partly to the fact that the method produces smaller subsets for data reduction.

V. Conclusions

This paper has presented three new techniques for fuzzy-rough feature selection based on the use of fuzzy $T$-transitive similarity relations, that alleviate problems encountered with FRFS. The first development, based on fuzzy lower approximations, uses the similarity relations to construct approximations of decision concepts and evaluates these through a new measure of feature dependency. The second development employs the information in the fuzzy boundary region to guide the feature selection search process. When this is minimized, a fuzzy-rough reduct has been obtained. The third development extends the concept of the discernibility matrix to the fuzzy case, allowing features to belong to entries to a certain degree. An example FS algorithm is given to illustrate how reductions may be achieved. Note that no user-defined thresholds are required for any of the methods, although a choice must be made regarding fuzzy similarity relations and connectives.

Further work in this area will include a more in-depth experimental investigation of the proposed methods and the impact of the choice of relations and connectives. Additionally, the development of fuzzy discernibility matrices here allows the extension of many existing crisp techniques for the purposes of finding fuzzy-rough reducts. In particular, by reformulating the reduction task in a propositional satisfiability (SAT) framework, SAT solution techniques may be applied that should be able to discover such subsets, guaranteeing their minimality. The performance may also be improved through simplifying the fuzzy discernibility function further. This could be achieved by considering the properties of the fuzzy connectives and removing clauses that are redundant in the presence of others.
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For the fuzzy upper approximation component of the fuzzy decision table:

\[
\mu_{\text{UP}(a)}(x) = \sup_{y \in U} T(x, y, \mu_X(y))
\]

It is known from Theorem 1 that \( \mu_{\text{UP}(a)}(x) \leq \mu_R(x) \), so \( \mu_{\text{UP}(a)}(x) \leq \mu_{R_X}(x) \). As \( \mu_{\text{UP}(a)}(x) \geq \mu_{R_X}(x) \), then \( \mu_{\text{BND}(a)}(x) \leq \mu_{BND}(x) \). Thus, \( U_{\text{UP}}(a) \leq U_F \) and therefore \( \lambda_{\text{UP}(a)}(Q) \leq \lambda_F(Q) \).

**Theorem 3:** FDM monotonicity. Suppose that \( P \subseteq C \), \( a \) is an arbitrary conditional feature that belongs to the dataset and \( Q \) is the set of decision features. Then \( \alpha_{\text{UP}(a)}(Q) \geq \alpha_F(Q) \).

**Proof:** The fuzzy lower approximation of a concept \( X \) is

\[
\mu_{\text{LP}(a)}(x, y) = \mu_R(x) \land \mu_R(y)
\]

From (23), it can be seen that

\[
\mu_{\text{UP}(a)}(x, y) = \mu_{\text{LP}(a)}(x, y) \land \mu_R(x, y)
\]

The dependency function is maximized when each \( \mu_{\text{UP}(a)}(x, y) \leq \mu_R(x, y) \). Thus, \( I(\mu_{\text{UP}(a)}(x, y), \mu_X(y)) \geq I(\mu_R(x, y), \mu_X(y)), \forall x, y \in U, X \in U/Q, \) and hence \( \mu_{\text{UP}(a)}(x) \geq \mu_{\text{LP}(x)} \). The fuzzy positive region of \( X \) is

\[
\mu_{\text{POS}}(a)(x) = \inf_{y \in U} \mu_{\text{R}(a)}(x, y) \land \mu_R(x, y)
\]

so \( \mu_{\text{POS}}(a)(Q) \geq \mu_{\text{POS}}(P)(x) \) and therefore \( \gamma_{\text{UP}(a)}(Q) \geq \gamma_F(Q) \).

**Theorem 4:** FDM reduces are fuzzy-rough reduces. Suppose that \( P \subseteq C \), \( a \) is an arbitrary conditional feature that belongs to the dataset and \( Q \) is the set of decision features. Then \( \alpha_{\text{UP}(a)}(Q) \leq \alpha_F(Q) \).

**Proof:** The fuzzy positive region for a subset \( P \) is

\[
\mu_{\text{POS}}(Q)(x) = \sup_{x \in U} \inf_{y \in U} \inf_{x, y} \mu_{R}(x, y) \land \mu_X(y)
\]

The dependency function is maximized when each \( x \) belongs maximally to the fuzzy positive region. Hence,

\[
\inf_{x \in U} \sup_{y \in U} \inf_{x, y} \mu_{R}(x, y) \land \mu_X(y)
\]

is maximized only when \( P \) is a fuzzy-rough reduce. This can be rewritten as the following:

\[
\inf_{x, y \in U} \{ \mu_{R}(x, y) \land \mu_X(y) \}
\]

when using a fuzzy similarity relation in the place of crisp decision concepts, as \( \mu_{\text{sim}}(x, y) \) [9]. Each \( \mu_{R}(x, y) \) is constructed from the t-norm of its constituent relations:

\[
\inf_{x, y \in U} \{ T_{\alpha}(x, y) \} \land \mu_X(y)
\]

This may be reformulated as

\[
\inf_{x, y \in U} \{ S_{\alpha}(x, y) \} \land \mu_X(y)
\]
Considering the fuzzy discernibility matrix approach, the fuzzy discernibility function is maximally satisfied when
\[ \{\forall\{C_{xy}\} \leftarrow q_N(\mu_{R_q}(x,y)) | 1 \leq y < x \leq |U|\} \]

is maximized. This can be rewritten as:
\[ T_{x,y \in U}(S_{a \in P}(N(\mu_{R_q}(x,y))) \leftarrow N(\mu_{R_q}(x,y))) \]

because each clause \( C_{xy} \) is generated by considering the fuzzy similarity of values of each pair of objects \( x, y \). Through the properties of the fuzzy connectives, this may be rewritten as:
\[ T_{x,y \in U}(S_{a \in P}(\mu_{R_q}(x,y) \rightarrow \mu_{R_q}(x,y))) \quad (44) \]

When this is maximized, (43) is maximized and so the subset \( P \) must be a fuzzy-rough reduct.

**Theorem 5:** Fuzzy-rough negative region is always empty for crisp decisions. Suppose that \( P \subseteq \mathbb{C} \) and \( Q \) is the set of decision features. If \( Q \) is crisp, then the fuzzy-rough negative region is empty.

**Proof:** The fuzzy-rough negative region for subset \( P \) is
\[ \mu_{NEG_R_P}(x) = N(\sup_{x \in \cup /Q} \mu_{R_P}(x)) \]

For the negative region to be empty, all object memberships must be zero. Hence
\[ \forall x, \sup_{x \in \cup /Q} \mu_{R_P}(x) = N(0) = 1 \]

Expanding this gives
\[ \forall x, \sup_{x \in \cup /Q} T(\mu_{R_P}(x,y), \mu(y)) = 1 \]

For this to be maximized, there must be a suitable \( X \) and \( y \) such that
\[ \forall x, \exists X, \exists y, T(\mu_{R_P}(x,y), \mu(x)) = 1 \]

Setting \( y = x \), the above holds as the decisions are crisp, so each \( x \) must belong fully to one decision \( X \). \( \mu_X(x) = 1 \). Therefore, the fuzzy-rough negative region is always empty for crisp decisions. When the decisions are fuzzy and \( \sup_{x \in \cup} \mu_X(x) < 1 \) then the fuzzy-rough negative region will be non-empty.
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